Real-time optical characterization of surface acoustic modes of polyimide thin-film coatings
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A modification of the optical technique of impulsive stimulated thermal scattering that allows real-time data acquisition is introduced. The method is used to characterize the pseudo-Rayleigh acoustic modes of thin (∼1 μm) polyimide films attached to silicon substrates and its potential use as a means for extracting the elastic constants of thin-film coatings is demonstrated.

I. INTRODUCTION

Characterization of acoustic and thermal properties of thin (∼1 μm) polymeric films either free standing or used as coatings is of great technological importance for the polymer, microelectronics, and biomedical industries. The ideal method for doing this would be noninvasive and would be applicable to films in their final configurations or during fabrication and curing. A rapid, noninvasive characterization method could be used for feedback and control over thin-film fabrication and curing.

Impulsive stimulated thermal scattering (ISTS) is a time-resolved optical spectroscopy method that has been used extensively for characterization of bulk samples.1,2 In ISTS, absorption of crossed picosecond excitation pulses in a sample gives rise to spatially periodic heating and thermal expansion which launches counterpropagating acoustic waves. The acoustic oscillations and decay, and finally thermal diffusion, are monitored through measurement of the time-dependent diffraction of a third probe beam. ISTS has been used for the determination of elastic constants and thermal diffusion rates in bulk samples.3 ISTS has previously been applied to probe the acoustic responses of samples on the order of micrometer thickness by Meth, Marshall, and Fayer3 for thin films of naphthalene and by Rao et al.5 for thin polystyrene layers doped with naphthalene to induce optical absorption. In the earlier bulk and thin-film studies, data acquisition involved many repetitions (typically thousands) of an excitation-probe pulse sequence as described below. This leads to long data collection times and in some cases to cumulative sample heating and damage. In a previous study of a polymer film6 the sample was translated during data collection to avoid excessive heating and damage. Such a scheme is not feasible when data is collected in reflection mode (for opaque samples as described below) since slight sample warping leads to movement of the signal beam upon translation. In a recent preliminary report6 we described a modification of the ISTS technique that allows real-time characterization of the acoustic modes of thin supported films. Data can be collected with minimal signal averaging and even a single excitation-probe pulse sequence can yield adequate signal.

In this paper, we describe these modifications in more detail and demonstrate the utility of the technique in analyzing the pseudo-Rayleigh or Sezawa acoustic waves propagating on a thin polyimide film attached to a silicon substrate. We also present a detailed analysis of these modes. The main purpose of the treatment is to determine which modes are excited most effectively by the crossed excitation pulses and which contribute most to the diffraction of probe light. It will be shown that this determination can simplify the extraction of the elastic properties of the system from ISTS data.

We note that Brillouin scattering offers an alternative optical method for the characterization of thin-film acoustic modes.7 However, extensive practical applications are unlikely at present since data acquisition times for these studies range from 20–30 h.

II. THE ISTS EXPERIMENT ON THIN SUPPORTED FILMS

In ISTS, two ultrashort excitation pulses are crossed temporally and spatially at the sample. An optical interference pattern characterized by scattering wave vector q is formed, where q is the difference between the wave vectors of the crossed pulses. Optical absorption followed by rapid nonradiative relaxation leads to the sudden formation of a temperature grating which images the optical interference pattern. Thermal expansion results in the launching of counterpropagating acoustic waves as well as a steady-state density modulation which persists until thermal diffusion returns the system to equilibrium. The time-dependent material response is probed by monitoring the extent of diffraction of probe laser light off the density grating. In ISTS experiments to date, a picosecond probe pulse has been used to determine the diffracted signal intensity at a particular time following excitation of the sample. The time dependence of the response is obtained by repeating the excitation-probe pulse sequence with different delays of the probe relative to the pump pulse. Data collection times (with laser repetition rates of about 1 kHz) are typically at least several minutes for short scans with strong signal levels, and can be several hours for long scans or very weak signals.

The modification of the ISTS technique described here involves use of a cw probe laser beam or a probe laser pulse whose duration is long compared to that of the material response of interest. The time dependence of the material response is then obtained by electronically analyzing the time dependence of the diffracted probe beam. In contrast to traditional ISTS, this allows the entire response to be
FIG. 1. Experimental setup for real-time ISTS experiments on thin-film coatings. Two picosecond excitation pulses at 355 nm are crossed at the sample surface. The "quasi-cw" probe pulse at 532 nm is spatially and temporally overlapped with the excitation beams at the sample and the diffracted signal is time resolved electronically with a transient digitizer. BS: beamsplitter; 2X, 3X: second- and third-harmonic generators.

analyzed with each excitation-probe pulse sequence. With current high-speed electronic capabilities, it is thus possible to characterize acoustic excitations with oscillation frequencies of up to 1 GHz in real time. This modification has made possible routine ISTS analysis of polymer films. Using conventional methods, optical damage to the film could not be avoided.

III. EXPERIMENT

The polyimide/Si samples were made by spin coating and then fully curing Dupont Pyralin 2555 onto 330-μm-thick silicon wafers. The polyimide films used in this study were 0.92, 1.97, 2.04, 4.01, 4.29, and 5.81 μm thick as measured using a mechanical stylus profilometer and are accurate to within ±0.05 μm. In addition, a 5.99 μm polyimide layer was spin coated onto a quartz substrate so that the polyimide absorption spectrum could be measured with a standard transmissive UV-visible spectrophotometer.

The ISTS experimental setup is shown schematically in Fig. 1. The excitation pulse is derived from the output of a Q-switched, mode-locked, and cavity-dumped Nd:YAG laser which yields a 1 mJ 1064 nm pulse of 100 ps duration at a repetition rate of up to 1 kHz. This light is first attenuated and then passed through a lithium triborate (LBO) crystal to yield light at 532 nm. This is then mixed with the remnant 1064 nm radiation in a β-barium borate (BBO) crystal to yield excitation pulses of approximately 10 μJ at 355 nm. This wavelength matches the red edge of the polyimide electronic absorption spectrum and leads to efficient heating. As shown in Fig. 1, the pulse is split with a 50% reflector to yield the two excitation pulses that are crossed at an excitation angle θ at the film surface. The probe beam is derived from a second Q-switched Nd:YAG laser running at the same repetition rate as the excitation laser. The output is frequency doubled in a second BBO crystal to yield a 532 nm probe pulse of approximately 300 ns duration (see inset of Fig. 2). The probe pulse is overlapped

FIG. 2. Diffracted ISTS signal from a 5.81 μm Dupont Pyralin 2555 film on a silicon substrate with acoustic wave vector 0.28 μm⁻¹. The signal is the result of averaging over 500 pump-probe laser pulse sequences. The inset shows the temporalprofile of the Q-switched probe pulse, also averaged over 500 pulses.
spatially and temporally with the excitation pulses at the film surface.

Since the silicon substrate is opaque to the probe radiation, the experiments were performed in a reflection geometry as depicted in Fig. 1. For these thin samples, the Bragg diffraction condition is relaxed and diffraction occurs for any probe angle of incidence. However, as will be discussed later there can be a complicated angular dependence for diffraction efficiency from thin-film gratings. In these studies the probe beam was kept at a fixed angle of approximately 45°. One of the two diffracted signal beams was detected using a fast amplified photodiode (Antel Co., 2 GHz bandwidth) and then time resolved with a transient digitizer (Tektronix DSA 602, 1 GHz bandwidth). This digitized signal was then transferred to a computer for subsequent analysis. The laser repetition rate used for these experiments was only 100 Hz since faster rates could not be utilized by the transient digitizer. We note that a cw probe beam may also be used, and this has been done recently for bulk samples which give strong ISTS signals. However, we were unable to find the weaker signals from thin films using an electronically gated argon-ion probe laser. The Q-switched probe pulse is advantageous because its intensity is about 50 times higher, and there is no background cw light that can contribute to noise and sample damage.

Data were recorded as a function of the excitation angle θ for all the polyimide/Si sample thicknesses. The scattering wave-vector magnitude q associated with each excitation angle can be calculated according to

\[ q = \frac{4\pi \sin(\theta/2)}{\lambda}, \]

where λ is the wavelength of the excitation light. The angles used in this study were 0.48°, 0.68°, 0.72°, 0.92°, 1.07°, 1.17°, 1.62°, 1.67°, 1.77°, 1.93°, 2.37°, 3.40°, 3.92°, and 5.85°. These angles were measured mechanically using a calibrated rotation stage and are accurate to ±0.05°. The corresponding scattering wave vectors according to Eq. (1) are 0.15, 0.21, 0.22, 0.28, 0.33, 0.36, 0.50, 0.52, 0.55, 0.60, 0.73, 1.05, 1.21, and 1.81 μm⁻¹. These are accurate to ±0.01 μm⁻¹. The wave vectors were chosen to lie along a crystal axis of the silicon substrate. However, experiments performed with a wave-vector magnitude of 0.52 μm⁻¹ on the 5.81 μm polyimide film sample showed no dependence on wave-vector direction.

IV. QUALITATIVE ANALYSIS OF ISTS DATA

In this section we present a brief discussion of the main features of ISTS data from thin films. The purpose is to provide focus for the subsequent theoretical treatment and more detailed data analysis.

A. Data features

Figure 2 shows typical diffracted signal obtained using the Q-switched probe variant of the ISTS method. These data are the result of averaging 500 laser shots, and took approximately 15 s to obtain. The oscillations in the data are due to acoustic oscillations initiated by the crossed excitation pulses. The signal intensity depends on the induced time-dependent material displacements (which are described in more detail in the sections that follow), weighted by the probe pulse intensity envelope which is shown in the inset to Fig. 2. In Fig. 2, the first part (~85 ns) of the probe pulse arrives at the sample before the excitation pulse, so there is no signal other than that due to parasitically scattered probe light. The excitation pulses heat the sample and initiate acoustic oscillations which are observed in the data. There is also a nonoscillatory component of the signal due to steady-state thermal expansion in the heated regions of the sample. This component finally decays as thermal diffusion washes away the spatially periodic variation in sample temperature. Thermal decay is not observed in these experiments because at these wave vectors, the time scale for thermal diffusion is much longer than the length of the Q-switched probe pulse. Instead, the signal in Fig. 2 disappears as the probe pulse ends. In separate ISTS experiments with microsecond temporal ranges, thermal diffusion rates in bulk samples have been determined. In addition, recent experiments have measured thermal diffusion in thin superconducting films using larger excitation wave vectors.

To insure that the signal was due to the presence of the polyimide film, control experiments were performed on uncoated silicon wafers. Although ISTS signals from surface acoustic modes of uncoated metal samples have been observed, we could detect no signal from the silicon surface.

From the data in Fig. 2, one can easily extract the frequency of the surface acoustic wave. A Fourier transform of the data is shown in the main part of Fig. 3. As might be expected from the nature of the time-domain signal, the acoustic response is dominated by one mode with a frequency of 113 ± 2 MHz. The dc component of the transform is not shown but is 30 times larger than the acoustic peak. Shown in the inset of Fig. 3 is the Fourier transform of a diffracted signal taken under identical conditions as the data in Fig. 2 but with only one laser shot—i.e., no averaging. While this spectrum is noisier than the spectrum of the averaged data, the position of the main peak is identical. The extra noise in the inset of Fig. 3 is most likely due to self-mode locking within the one Q-switched probe pulse. True one-laser shot experiments are clearly possible, but require a smooth probe pulse temporal profile for best results.

Figure 4 shows ISTS data and its Fourier transform for the same sample at a larger scattering wave vector. Here, it can clearly be seen that there are at least two surface acoustic modes that contribute to the signal. As will be shown later, there are many surface acoustic modes—often called pseudo-Rayleigh modes—which can propagate on a layered medium such as polyimide on silicon. For a given system, the number of possible modes depends only on the value of the acoustic wave vector times the thickness of the film layer. This fact allows for a comprehensive analysis utilizing data from samples with different film thickness.
B. Probe diffraction

There are two possible mechanisms for the diffraction of light from pseudo-Rayleigh modes. These are diffraction due to modulation of the dielectric constant through elasto-optic coupling, and diffraction due to surface and interface "ripple" displacements induced by the acoustic motion.\(^{13}\) For bulk samples, only the former mechanism is active. For thin supported films, Brillouin scattering studies have shown that both mechanisms can contribute to signal.\(^7\)

Experimentally, it is possible to distinguish between these two scattering mechanisms through analysis of the polarization properties of the diffracted light and the acoustic wave-vector dependence of the diffracted signal intensity. Pseudo-Rayleigh waves have both transverse and longitudinal character,\(^{11}\) and therefore give rise to modulation of both diagonal and off-diagonal elements of the dielectric tensor of a thin film through elasto-optic coupling. If elasto-optic coupling is a significant source of diffraction, then a component of the diffracted probe beam should be polarized at an angle of 90° relative to the incident probe beam (depolarized or VH scattering). The magnitude of this component relative to the nondepolarized diffracted component depends on the square of the ratio of off-diagonal to the diagonal elasto-optic coupling coefficients.\(^{14}\) By contrast, for a coplanar scattering geometry surface ripple does not rotate the polarization of the diffracted light.\(^{13}\)

In addition, if elasto-optic coupling were the dominant diffraction mechanism, the signal intensity would be independent of scattering wave vector \(q\) since the acoustic strain induced through bulk ISTS excitation is \(q\) independent.\(^{23}\) By contrast, surface ripple arises from components of the acoustic displacement rather than strain and should thus vary as \(q^{-1}\). Signal from surface ripple depends on the square of the displacement, and as detailed in Sec. V the signal intensity due to surface ripple decreases as \(q^{-2}\).

We could detect no depolarized component of the diffracted signal. We also observed that the diffracted signal intensity decreases sharply as the \(q\) is increased. This indicates that our diffracted signals are due predominantly to surface and interface ripple induced by the pseudo-Rayleigh waves.

C. Surface ripple amplitude

An order-of-magnitude estimate can be made for the surface ripple generated in an ISTS experiment by calculating the magnitude of the temperature grating set up by the excitation laser pulses and then relating this to a displacement amplitude using the linear thermal-expansion coefficient. The temperature change \(\Delta T\) for light impinging on the surface (in the \(y = -h\) plane) in the \(y\) direction and setting up a grating of wave vector \(q\) in the \(z\) direction can be written:

\[
\Delta T = \frac{\alpha}{q} \left( \frac{y}{h} \right)^{1/2}
\]
\[ \Delta T(y,z) = A e^{-2z/(1+e^{\xi y})}, \]  
\[ A = (1/\rho C) P_e (1-R) I_E e^{-\xi h}, \]

where \( 2.303 \xi \) is the material absorption coefficient, \( I_e \) is the total energy per unit area of the excitation laser pulses, \( \rho \) is the mass density, \( C \) is the heat capacity per unit mass, \( R \) is the reflectivity for the material/air interface, and \( P_e \) is the fraction of absorbed light that is converted to heat. An upper limit for the average value of the temperature increase over the thickness of the film can be estimated with Eq. (2) by setting \( P_e = 1 \) and \( R = 0 \). For these experiments, \( I_e = 16 \text{ mJ/cm}^2 \) and \( \xi = 1.3 \text{ mm}^{-1} \). Using values of \( \rho = 1 \text{ g/cm}^3 \) and \( C = 2.3 \text{ J/(g K)} \) which are typical for polymeric films, this leads to an average temperature increase of approximately 8 K for a 4-\text{mm}-thick film.

This temperature change can be related to the change in the \( y \)-direction length of a volume element \( \delta L_y(y,z) \) using the linear thermal-expansion coefficient \( \alpha_T \) as in

\[ \delta L_y(y,z) = \alpha_T \Delta T(y,z) dy. \]

For the general case, the total surface ripple \( R_{\text{tip}}(z) \) can be found by integrating this expression over the sample thickness. In these experiments, the silicon substrate does not absorb the 355 nm excitation light so the integration only extends over the thickness \( h \) of the thin film. Performing this integration leads to

\[ R_{\text{tip}}(z) = (1/\rho C) P_e (1-R) I_E (1-e^{-\xi h}) \alpha_T (1+e^{\xi y}). \]

Using a typical polymeric value of \( \alpha_T = 80 \times 10^{-6} \text{ m/(m K)} \) (Ref. 16) for the linear thermal-expansion coefficient yields an upper-limit estimate of 0.005 \text{ nm} for the surface corrugation amplitude excited by ISTS. This estimation assumes that neighboring volume elements slide by one another, and does not consider the effects of stress that will tend to reduce the corrugation. For this reason, expression (5) does not show the expected \( 1/q \) dependence.

V. THEORY

In order to extract the elastic constants of the thin film from the pseudo-Rayleigh mode frequencies measured at different scattering wave-vector magnitudes \( q \), it is necessary to understand the dispersion of \( \omega(q) \) for the various modes. In fact, the phase velocity depends only on the product \( q h \), where \( h \) is the film thickness, so that the results of measurements on films of different thickness can be compared. As mentioned earlier, it is also necessary to

\[ \text{FIG. 4. Diffracted ISTS signal and Fourier transform (inset) for a 5.81 \text{ \mu m} \text{ Pyralin 2555 film on a silicon substrate with an acoustic wave vector of 0.60 \text{ \mu m}^{-1}. The signal is the result of averaging over 500 pump-probe sequences, and it clearly illustrates the existence of multiple modes.} \]

\[ \text{FIG. 5. System geometry used in all theoretical calculations. The film fills the space between } y=0 \text{ and } y=-h \text{ and the substrate fills the area from } y=0 \text{ to } y=+H. \text{ The acoustic wave-vector setup by the pump beams is in the } z \text{ direction.} \]
know the ISTS excitation efficiencies and the probe diffraction efficiencies for each of the modes. The theory for acoustic wave propagation in layered media is well known. Here we will derive the ISTS signal expected from a supported film treating first the excitation then the probing process. For simplicity we will use an isotropic theory since no effects of the elastic anisotropy of silicon or the film were observed.

A. ISTS excitation of the system

We start with the equations of thermoelasticity for an isotropic, elastic, and homogeneous medium,

\[ c_{44} \nabla^2 u + (c_{11} - c_{44}) \nabla(\nabla \cdot u) = \gamma \nabla T + \rho \frac{\partial^2 u}{\partial t^2}, \quad (6) \]

\[ \kappa \nabla^2 T - C_z \rho \frac{\partial T}{\partial t} - \eta \kappa \nabla \cdot u = -Q. \quad (7) \]

In these expressions, \( u \) is a vector describing the material displacements, \( T \) is the fluctuation in temperature relative to the equilibrium temperature, \( \rho \) is the equilibrium density, and \( c_{44} \) and \( c_{11} \) are the elastic constants which are related to the bulk longitudinal and transverse acoustic velocities according to \( u_L = (c_{11}/\rho)^{1/2} \) and \( u_T = (c_{44}/\rho)^{1/2} \). \( \gamma \) is a constant related to the elastic constants and the coefficient of linear volume expansion \( \alpha_T \) by \( \gamma = (3c_{11} - 4c_{44})\alpha_T \). \( \kappa \) is the thermal conductivity, \( \eta = \gamma T / \kappa \), and \( C_z \) is the constant strain specific heat per unit mass. Finally, \( Q \) represents the absorbed heat per unit time per unit volume derived from the excitation laser pulses.

If one expresses \( u \) in terms of longitudinal (\( \phi \)) and transverse \( \Psi \) potentials,

\[ u = \nabla \phi + \nabla \times \Psi, \quad \nabla \cdot \Psi = 0 \quad (8) \]

then Eqs. (6) and (7) can be written as follows:

\[ \kappa \nabla^2 T - C_z \rho \frac{\partial T}{\partial t} = -Q, \quad (9) \]

\[ \nabla^2 \phi - \frac{\rho}{c_{11}} \frac{\partial^2 \phi}{\partial t^2} = \frac{\gamma}{c_{11}} T, \quad (10) \]

\[ \nabla^2 \Psi - \frac{\rho}{c_{44}} \frac{\partial^2 \Psi}{\partial t^2} = 0. \quad (11) \]

Here we have also assumed that longitudinal compressions do not cause substantial changes in temperature [\( \eta \sim 0 \) in Eq. (7)].

Note that for a bulk system, the last two equations describe uncoupled longitudinal and transverse acoustic modes, respectively. It is clear that since the laser heating enters through Eq. (9), which is only directly coupled to Eq. (10), ISTS only excites longitudinal acoustic modes in bulk isotropic systems. However, this simple picture breaks down for a thin film, since boundary conditions must be satisfied. In particular, for a thin film in intimate contact with a substrate, the material displacements and the normal components of the stress must be continuous across the interface and the normal components of the stress at any free surface must vanish. These boundary conditions lead to coupling between the longitudinal and transverse potentials so that every surface acoustic mode has both longitudinal and transverse character.

The film/substrate system geometry is depicted in Fig. 5. The substrate fills the region from \( y = 0 \) to \( y = +H \) and the film fills the region from \( y = 0 \) to \( y = -h \). It is assumed that the ISTS excitation beams form an infinite uniform grating pattern with wave vector \( q \) in the \( z \) direction which is independent of \( x \) and damped along \( y \) due to optical absorption. In this analysis, \( H \) is considered infinite so that the substrate fills the whole \( y > 0 \) half-space. The Appendix demonstrates the corrections that occur when the finite size of the substrate is explicitly accounted for.

The first step in solving Eqs. (9)–(11) is to determine the temperature distribution set up by the excitation pulses. The dynamics of thermal diffusion take place on a much longer time scale than the acoustic dynamics. Thus, for analyzing the excitation of the film-substrate system, \( \kappa \) can be set to zero in Eq. (9). In ISTS, the excitation laser pulse duration is short compared to the acoustic oscillation period. Here we assume that conversion of optical energy to heat through molecular electronic and vibrational relaxation also occurs on a fast time scale relative to the acoustic oscillation period so that the time dependence of \( Q \) in Eq. (9) can be approximated by a \( \delta \) function at zero time. More gradual thermalization will reduce all the acoustic amplitudes but should not affect the relative amplitudes of the different modes substantially. Equation (9) is solved for the temperature distribution set up by the laser excitation beams to yield

\[ T(y,z,t) = Ae^{-\xi(y+h)}(1+e^{iqt})\theta(t), \quad (12) \]

where \( \theta(t) \) is the Heaviside step function that turns on at \( t = 0 \), and \( A \) and \( \xi \) were introduced in Eqs. (2) and (3). Since the film absorbs strongly and the silicon substrate reflects the 355 nm excitation light used in these experiments, \( T(y,z,t) \) is only nonzero in the film (for \( -h < y < 0 \)).

With this functional form for the temperature distribution, Eqs. (10) and (11) can be solved using transform
techniques. Since the temperature distribution is independent of \( x \), all derivatives with respect to \( x \) are neglected. From the geometry of the system and the nature of the temperature distribution given in Eq. (12), a Laplace transform for the time variable and an exponential Fourier transform for the \( z \) coordinate are the natural choices. The transformed solutions for the potentials \( \phi \) and \( \Psi \) are then found to be

\[
\begin{align*}
\phi(k, s, y) &= \left[ A_\phi(k, s) \exp[y \sqrt{k^2 + (s^2 / \nu_{z,f}^2)}] + B_\phi(k, s) \exp[-y \sqrt{k^2 + (s^2 / \nu_{z,f}^2)}] \right] \\
&+ \frac{2\nu_{y,f}}{\rho_s} e^{-\nu_{y,f}} \frac{\sqrt{\nu_{z,f}^2 + (s^2 / \nu_{z,f}^2)}}{\sqrt{k^2 + (s^2 / \nu_{z,f}^2)}} \left( \frac{\delta(k) - \delta(k - q)}{s^2 + 2 \nu_{y,f} \nu_{z,f} + k^2 \nu_{z,f}^2 + \nu_{z,f}^2 - s^2} \right), \quad -h < y < 0,
\end{align*}
\]

\[
\begin{align*}
C_\phi(k, s) \exp[y \sqrt{k^2 + (s^2 / \nu_{z,f}^2)}] + D_\phi(k, s) \exp[-y \sqrt{k^2 + (s^2 / \nu_{z,f}^2)}], \quad H > y > 0,
\end{align*}
\]

where \( k \) is the Fourier transform variable conjugate to \( z \) and \( s \) is the Laplace variable conjugate to time. In these expressions, \( \nu_{x,f}, \nu_{y,f}, \nu_{v,f}, \) and \( \nu_{r,f} \) are the bulk longitudinal and transverse velocities in the film and substrate, respectively. In taking the Laplace transform, the initial conditions that there is no displacement or motion at \( t = 0 \) when the laser pulses first arrive at the sample have been used. Note that choosing the only nonzero component of \( \Psi \) to lie along the \( x \) axis allows for trivial satisfaction of the gauge \( \nabla \cdot \Psi = 0 \) used here. Finally, all but the third term in the expression for the longitudinal potential in the film are homogeneous solutions to the equations of motion. This third term is the particular solution of Eq. (10) and can be thought of as driving the motion of the film and giving rise to a response consisting of a longitudinal disturbance propagating along \( z \), a periodic stress pulse propagating along \( y \), and a dc response.

The variables \( A_\phi(k, s), B_\phi(k, s), D_\phi(k, s), \) etc. are potential constants that are determined by imposing the necessary boundary conditions and physical realizability requirements. For the system of Fig. 5 with \( H \) infinite and for phase velocities less than \( \nu_{y,f} \), the terms involving \( C_\phi(k, s) \) and \( C_\psi(k, s) \) represent physically unreasonable solutions. For this reason, they are set to zero. The other six constants are determined with the boundary conditions. As stated earlier, these are that \( u_x \) and the normal components of the stress are continuous at \( y = 0 \) and that the normal components of the stress vanish for \( y = -h \). The stress tensor is calculated using the Duhamel–Neumann relation shown in Eq. (15) in order to properly take into account the contribution from the temperature grating:

\[
\sigma_y = c_{44} \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial x} \right) + \left[ (c_{11} - 2c_{44}) \nabla \cdot \mathbf{u} - \gamma T \right] \delta_y.
\]

Using Eqs. (8), (15), and (12)–(14), the boundary conditions can be imposed. The six relations thus derived are most conveniently expressed in matrix form,

\[
\mathbf{C} = \mathbf{D},
\]

where

\[
\mathbf{C} = \begin{bmatrix}
(1 + p^2)e^{-nkh} & (1 + p^2)e^{nkh} & 2i\nu e^{-pkh} & -2i\nu e^{pkh} & 0 & 0 \\
2i\nu e^{-pkh} & -2i\nu e^{pkh} & -(1 + p^2)e^{-pkh} & -(1 + p^2)e^{pkh} & 0 & 0 \\
1 + p^2 & 1 + p^2 & 2i\nu & -2i\nu & -(1 + p^2)g & 2i\nu g \\
2i\nu & -2i\nu & -(1 + p^2) & -(1 + p^2) & 2i\nu g & (1 + p^2)g \\
-1 & 1 & -i\nu & i\nu & 1 & -i\nu \\
i\nu & -i\nu & -1 & -1 & i\nu & 1
\end{bmatrix},
\]

\[
\mathbf{D} = \mathbf{F}.
\]
\[ D = \begin{bmatrix} A_T & A_\phi \\ B_T & B_\phi \\ C & D_\phi \\ D & D_\psi \end{bmatrix} \]

\[
\begin{align*}
&= \frac{v_T^2}{v_T^2 \rho k \nu} \\
&= \frac{-[\delta(k) + \delta(k-q)]}{k^2} + \frac{v_{Tf}^2}{k^2} \left( \frac{-v_{Tf}^2}{v_{Tf}^2} + \frac{\xi^2}{k^2} \right) \delta(k) + \frac{\delta(k-q)}{k^2} + \frac{\delta(k)}{k^2} \left( \frac{v_{Tf}^2}{v_{Tf}^2} + \frac{1}{k^2} \right) \\
&+ 2e^{-\xi \nu \nu_T^2} \left( \frac{\delta(k)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) + \frac{\delta(k-q)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) \right) \\
&+ e^{-\xi \nu \nu_T^2} \left( \frac{\delta(k)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) + \frac{\delta(k-q)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) \right) \\
&- e^{-\xi \nu \nu_T^2} \left( \frac{\delta(k)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) + \frac{\delta(k-q)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) \right) \\
&+ e^{-\xi \nu \nu_T^2} \left( \frac{\delta(k)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) + \frac{\delta(k-q)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) \right) \\
&\cdot \left( \frac{\delta(k)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) + \frac{\delta(k-q)}{k^2} \left( v^2 + \frac{v_{Tf}^2}{k^2} \right) \right)
\end{align*}
\]

\[ \text{det}(C) = 0. \]  

Aside from \( \kappa \) and \( v \), and the matrix \( C \) only contains constants related to the thin film and the substrate. All of the laser and optical properties appear in the column matrix \( F \). Thus Eq. (25) can be solved to yield the dispersion relations \( \nu_k \) vs \( v \), where \( v \) is the acoustic wave vector) for the various pseudo-Rayleigh modes irrespective of the ISTS excitation source.

An example of typical dispersion curves for the substrate loading case (i.e., \( \nu_k > v_T \)) is shown for the lowest 16 modes in Fig. 6. As \( \nu_k \) approaches zero only one mode, whose velocity approaches that of the substrate pure Rayleigh mode \( v_{kR} \), exists. At large \( \nu_k \), this lowest mode becomes the pure Rayleigh surface mode of the film with velocity \( v_{TR} \). Each of the higher-velocity modes, often called Sezawa modes, has a limiting \( \nu_k \) value below which it does not propagate. At this \( \nu_k \) value, the velocity of each mode is equal to the substrate transverse velocity \( v_{TR} \). As shown in Fig. 6, as \( \nu_k \) is increased, these modes all asymptotically approach the film transverse velocity.

In order to solve for the displacements of a particular mode \( j \) excited through ISTS, one must solve the full Eq. (16) for the potential constants at the \( \nu_k \) value and velocity of interest. It can be shown using Eqs. (8) and (13)–(14) that the normal mode displacements \( u_j \) with wave vector \( q \) obey the following equation:

\[ u_j(q,y,z,t) = [u_j(q,y) \mathbf{\hat{y}} + u_j(q,y) \mathbf{\hat{z}}] e^{i(qy + \nu_T t)}, \]
In these expressions, the tildes denote the residue of the quantity evaluated at the appropriate pole. Note that the material displacements oscillate with frequency \( \omega_j = v_j q \).

Examples of the pseudo-Rayleigh displacements for various modes at one \( qh \) value are shown in Fig. 7. The total displacement at a particular wave vector and sample thickness will be the sum of the \( u_j \) values for each pseudo-Rayleigh mode plus a nonoscillatory term due to steady-state thermal expansion.

### B. Probe diffraction

A complete treatment of the diffraction of light from pseudo-Rayleigh waves in thin supported films which includes both elasto-optic and surface corrugation effects has been presented by Bortolani et al.\(^\text{12}\) in the context of Brillouin scattering. In this subsection, we present a simplified analysis appropriate for the ISTS experiments described here in which ripple effects were found to dominate. We start with results derived by Lean\(^\text{19}\) for the reflected and transmitted first-order diffracted components of light from a corrugated half-space. These expressions are modified to deal with the case of arbitrary indices of refraction on either side of the corrugated interface, and to the case of standing-wave corrugation. In addition, index modulation contributions to the phase are neglected. The results are

\[
\begin{align*}
E_r &= \mp \hat{\alpha} \sqrt{\frac{\delta^2 q e^{i\omega t} e^{-i\beta k_R A}}{\pi k_R}} \cos \theta_1 J_1(\alpha_1) \\
&\times \left( \frac{1 + r(\theta_1)}{2 \cos \theta_1} \right) [\cos \theta_d - \cos \theta_t] + \frac{q [1 + r(\theta_1)] (\sin \theta_d + \sin \theta_t)}{2 n_i k_i \cos \theta_d} \cos \theta_1,
\end{align*}
\]

\[
\begin{align*}
\alpha_1 &= \delta(t) n_i k_i (\cos \theta_d + \cos \theta_t), \\
\sin \theta_{d, t} &= \pm \frac{q}{n_i k_i},
\end{align*}
\]

\[
\begin{align*}
E_t &= \mp \hat{\alpha} \sqrt{\frac{\delta^2 q e^{i\omega t} e^{-i\beta k_R A}}{\pi k_R}} \cos \theta_1 J_1(\alpha'_1) \\
&\times \left( \frac{1 + r(\theta_1)}{2 \cos \theta_1} \right) \left[ \frac{n_i}{n_i} \cos \theta_d + \frac{1 - r(\theta_1)}{2 \cos \theta_1} \frac{q [1 + r(\theta_1)] (\sin \theta_d + \sin \theta_t)}{2 n_i k_i \cos \theta_d} \cos \theta_1 \right],
\end{align*}
\]

\[
\begin{align*}
\alpha'_1 &= \delta(t) n_i k_i (\cos \theta_d - \cos \theta_t), \\
\sin \theta_{d, t} &= \pm \frac{q}{n_i k_i},
\end{align*}
\]

### FIG. 6. Pseudo-Rayleigh mode dispersion generated using substrate elastic parameters \( v_s = 8945 \text{ m/s}, v_{TS} = 5341 \text{ m/s}, \rho_s = 2.33 \text{ g/cm}^3 \), and film elastic parameters \( v_f = 1300 \text{ m/s}, v_{TS} = 700 \text{ m/s}, \rho_f = 1.45 \text{ g/cm}^3 \). The acoustic wave vector is given by \( q \), the film thickness is \( h \), and \( v_T \) and \( v_B \) are the substrate and film Rayleigh surface velocities, respectively.
In these equations, $I_0$ is the intensity of the probe measured in medium 1, and $k_i$ is the wave vector of the probe measured in vacuum; $\theta_i$ is the angle of the probe relative to the corrugated interface, $\mathbf{u}$ is the unit vector representing the polarization of the probe, $r$ is the reflection coefficient for transmission from medium 1 to medium 2, and $R_o$ is the distance from the point at which the diffraction is generated to the detector. Also, $q$ is the wave vector of the corrugation and $\delta(t)$ is the time-dependent amplitude of the corrugation. Finally, the upper signs refer to the +1 diffracted order, while the lower signs refer to the -1 diffracted order.

For a thin supported film, there are four sources of first-order ripple diffraction which must be considered. These are shown schematically in Fig. 8. Parts (a) and (b) of this figure represent the probe and diffracted beam paths for the two final signal directions seen experimentally. The first three paths show the components involving diffraction from the film surface ripple. The fourth path describes the component arising from diffraction from the interface ripple. In general, all four components contribute to the diffracted signal in the two signal directions.

The electric fields at the detector associated with these four diffraction contributions can be obtained using Eqs. (29) and (30), Snell's law, and taking into account reflective losses at the film-air interface. In the following, it is assumed that all light striking the film-substrate interface is reflected. In addition, due to the spatial size of the probe pulse, the thickness of the film, the index of refraction of the film, the wave vector of the corrugation, and the angle of incidence, it is a good approximation to assume that all of the diffracted beams given in Figs. 8(a) or 8(b) emerge from the same point on the film and travel parallel to one another. The results, written in terms of sums over pseudo-Rayleigh mode amplitudes, are shown in the following equations:

$$ E_1 = T \hat{E}_0 K_1 e^{i k_1 y} e^{-i k R_0} \sum_{j=0}^{N} u_j \hat{y}(q, y - h \sin(\theta_j q t)), $$

$$ K_1 = k_i (\cos \theta_d + \cos \theta_i) $$

$$ \times \left( \frac{[1 + r(\theta_j)] \cos \theta_d - [1 - r(\theta_j)] \cos \theta_i}{4 \cos \theta_i} \right) $$

$$ \pm \frac{q [1 + r(\theta_j)] (\sin \theta_d + \sin \theta_i)}{4 k_i \cos \theta_j (\cos \theta_d + \cos \theta_i)}, $$

FIG. 7. Material displacements for the first six pseudo-Rayleigh modes that propagate on a 1 µm film (F) coating an infinite substrate (S) at a qh value of 2.3. The displacements were calculated for the film layer and to a depth of 1 µm into the substrate using the best-fit elastic constants listed in the caption of Fig. 12. The scale factors (A) for each mode are determined such that the largest component of displacement in the mode that is driven most efficiently is equal to one. The ripple amplitude (R) for each mode is given relative to the maximum displacement amplitude for that mode.

FIG. 8. Schematic illustration of the beam paths for the four components of first-order ripple diffraction that contribute to ISTS signal. Parts (A) and (B) describe the different paths for the two final signal directions observed experimentally.
\[
\sin \theta_{d=1} = \sin \theta_i \pm (q/k_i), \quad (31c)
\]
\[
E_2 = \frac{1}{2} \left( \sum_{j=0}^{N} u_j^* (q, y = -h) \sin (v_j \tau t) \right), \quad (32a)
\]
\[
K_2 = k_i (n \cos \theta_i - \cos \theta_j) \times \left( \frac{[1 + r(\theta_i)] n \cos \theta_i + [1 - r(\theta_i)] \cos \theta_j}{4 \cos \theta_i} \right)
\]
\[
\sin \theta_{i=\pm 1} = (1/n) \sin \theta_i \pm (q/n k_i), \quad (32c)
\]
\[
h_2 = 2h / \cos \theta_{i=1}, \quad (32d)
\]
\[
E_3 = \frac{1}{2} \left( \sum_{j=0}^{N} u_j^* (q, y = -h) \sin (v_j \tau t) \right), \quad (33a)
\]
\[
K_3 = k_i (n \cos \theta_i - \cos \theta_j) \times \left( \frac{[1 + r'(\theta_j)] n \cos \theta_i + [1 - r'(\theta_j)] \cos \theta_j}{4 \cos \theta_j} \right)
\]
\[
\sin \theta_{j=\pm 1} = -n \sin \theta_j \pm (q/k_j), \quad (33c)
\]
\[
h_3 = 2h / \cos \theta_j, \quad (33d)
\]
\[
\theta_{j=1} = \sin^{-1} \left( \frac{(1/n) \sin \theta_i}{} \right), \quad (33e)
\]
\[
E_4 = \frac{1}{2} \left( \sum_{j=0}^{N} u_j^* (q, y = 0) \sin (v_j \tau t) \right), \quad (34a)
\]
\[
K_4 = n k_j (n \cos \theta_j' + \cos \theta_j f_j) \times \left( \frac{n \cos \theta_j' \pm \frac{q \sin \theta_j' + \sin \theta_j f_j}{2 \cos \theta_j f_j}}{2k_j \cos \theta_j f_j (n \cos \theta_j' + \cos \theta_j f_j)} \right), \quad (34b)
\]
\[
\sin \theta_{j=\pm 1} = -n \sin \theta_j f_j \pm (q/n k_j), \quad (34c)
\]
\[
h_4 = (h / \cos \theta_j f_j) + (h / \cos \theta_j f_{j=1}), \quad (34d)
\]

where \( j \) runs from 0 to \( N \) and represents the mode solutions for \( j > 0 \) and the dc term for \( j = 0 \) (i.e., \( \nu_0 = 0 \)). \( t \) is the transmission coefficient for passage from the air into the film, and \( r \) is the transmission coefficient for passage from the film into the air. Finally, in these expressions the small-argument expansion of the Bessel function \( J_1(x) \sim x/2 \) for \( x < 1 \) has been used since the ripple amplitude (as estimated in Sec. IV) times the grating wave-vector magnitude is small compared to one for all excitation geometries investigated in this experiment.

The signal intensity can be written as the square of the sum of the four electric fields given in Eqs. (31)–(34). The resulting intensity will exhibit varying interference effects depending on the probing angle and wavelength, the index of refraction and thickness of the film, and the grating excitation wave vector. For the purpose of analyzing the relative intensities of the various pseudo-Rayleigh modes in an ISTS experiment, the only important interference occurs between the \( E \) fields derived from the surface ripple \( (E_1, E_2) \) and the field derived from the interface ripple \( (E_3, E_4) \) Such interference can cause a mode with a large surface corrugation amplitude to only appear as a weak Fourier component in the experimentally measured diffraction signal and vice versa. The final ISTS intensity \( I \) can be written in a manner which emphasizes this effect as

\[
I = I_0 \left( \sum_j \left[ \left( F(n, h, k, q, q, \theta_i) \right)^* u_j^* (q, y = -h) \right] \right) \c.c., \quad (35)
\]

where c.c. denotes complex conjugate, and where \( F \) and \( G \) are functions determined by summing terms in Eqs. (31)–(34). This expression was obtained by averaging over an optical cycle with the assumption that acoustic terms are constant over this interval. One can see that, in general, the measured signal consists of a dc term, a series of heterodyned components oscillating at the pseudo-Rayleigh mode frequencies which arise from a beating against the dc term, and terms oscillating at sums and differences of the normal mode frequencies.

C. Qualitative considerations

The relative intensities of the various modes seen with ISTS depend on two factors—the extent to which the different modes are excited by the pump pulses and the efficiency with which the surface and interface mode displacements diffract the probe pulse. Both of these factors can be quantified at a particular \( qh \) value by solving the full matrix Eq. (16) for each mode. This was done using the elastic constants found for the polyimide/silicon system as described in Sec. VI. Aside from an overall constant factor, the only additional input parameter needed to perform this computation was the polyimide absorption coefficient \( \xi \). This was measured to be \( 1.3 \mu m^{-1} \) using a polyimide film coated onto a fused silica substrate. Figure 7 shows the results of the calculations at \( qh = 2.5 \). This figure shows material displacements for the first eight modes that exist at this value of \( qh \). The relative excitation efficiencies for the different modes are indicated by the relative amplitudes \( A (A \sim 1) \) for the mode with the largest displacement. The surface ripple amplitude relative to the maximum amplitude for each mode is given by \( R \). Modes with large values of the product \( AR \) contribute most to ISTS signal. There are several guidelines that can be determined through a study of these and other such figures that allow for an understanding of the level of excitation and the resulting diffraction efficiency of a particular mode. First, modes with fewer spatial modulations along the \( y \) direction are...
FIG. 9. Plot of the film surface ripple amplitude vs $q_h$ and velocity for a given ISTS heat input using the best-fit elastic constants listed in the caption of Fig. 12. Each symbol represents a different mode dispersion curve to facilitate comparison with Fig. 12. The units of the $z$ axis are arbitrary.

Excited more strongly than those with many nodes along $y$. This is reasonable since the heating excitation mechanism will tend to displace material in only one direction for a given value of $z$. Next, lower-velocity modes in general have larger peak displacements than high velocity modes. This is due to the fact that as the mode velocity is increased and approaches the substrate transverse velocity, the mode displacements become spread out over both the film and far into the substrate. This leads to smaller peak displacement amplitudes compared to those of the low-velocity modes whose displacements are well localized in the film. Finally, it is evident that some modes involve much more surface and interface ripple than others. Since detection results predominantly from diffraction from surface and interface ripple, only modes with significant surface displacements along $y$ are detected. With these guidelines, it is possible to qualitatively explain relative signal amplitudes from the various modes over a wide range of $q_h$. For purposes of data analysis, the calculations provide a clear indication of which modes in a thin film are likely to be observed in ISTS data. In most of our data, only one or two frequency components are observed predominantly. Dispersion curves like those in Fig. 6 can be fit to the frequency values determined from the data, with the elastic moduli as adjustable parameters to be deduced from the best fit. To do this correctly it is essential to know which modes are under observation, i.e., which of the many dispersion curves should be fit to the experimentally determined frequency values.

Figure 7 illustrates bulk and surface ripple amplitudes for a single value of wave vector $q$, given the film thickness $h$. Figure 9 is a three-dimensional plot showing the calculated film surface ripple (the product $AR$) excited through ISTS as a function of $q_h$ and velocity for the various modes in a $1 \mu m$ film. Figure 10 displays the analogous results for the interface ripple. The $x$-$y$ plane of these figures shows the mode velocity dispersion as in Fig. 6, while the $z$ axis shows the relative ripple displacements for a given energy density of the ISTS excitation pulses. Note that since the displacements associated with each pseudo-Rayleigh mode are different, the relative ripple displacements for the film surface and the film-substrate interface are also different. Both, however, exhibit the same general trend of decreasing ripple amplitude with increasing $q_h$. For fixed $h$ as in this simulation, this corresponds to decreasing mode displacement amplitude with increasing wave vector which, as discussed earlier, is expected for ISTS excitation. In addition to this decrease in amplitude, which is approximately like $1/q$ for values of $q_h$ above 1, there is a distinct decrease in the magnitude of the surface ripple for small values of $q$. This decrease is attributed to the fact that as $q$ is decreased to values near zero, even the lowest modes take on large velocities. Thus, as discussed above, these modes are not well localized and so have small peak dis-

FIG. 10. Plot of the film-substrate interface ripple amplitude vs $q_h$ and velocity using the same parameters as Fig. 9. The units of the $z$ axis are the same as those given in Fig. 9.

Distance Along the Grating in Microns

FIG. 11. Lattice distortion figures of the first two modes at $q_h=0.3$. Upon comparison of this figure with Fig. 7, the existence of a crossover is apparent.
performed at other film thicknesses between 1 and 5 µm for the other modes and at lower lowest-velocity modes with magnitude larger than the interface displacements for the two retical surface displacements are over an order of magnitude. From Figs. 9 and 10 and it is clear that the theoretical pseudo-Rayleigh mode intensities can be ignored and the resulting mode intensity ratios become independent of the precise experimental conditions and mimic the behavior of the relevant ripple displacements. For this reason, the ripple due to such modes is small.

In addition to the decrease in surface ripple at both high and very low values of $q_h$, it is seen in Fig. 9 that there is a "crossover" near $q_h=1.5$ where, upon increase in $q_h$, the surface ripple due to mode two becomes small and that due to mode one becomes large. This occurs because the character of these two modes switch in this region. This "crossover" is evident through a comparison of modes one and two at $q_h=2.5$ given in Fig. 7 and at $q_h=0.8$ given in Fig. 11, and from the dispersion curves of Fig. 12, in which there is an "avoided crossing" of the first two frequencies.

The relative contribution of each pseudo-Rayleigh mode to the ISTS signal can be calculated using Eq. (16) and the ripple information contained in Figs. 9 and 10. The resulting mode intensity ratios can then be compared to the ratios found in the raw ISTS data for each value of $q_h$ and $h$. When the interface displacements are not negligibly small compared to the surface displacements, interference effects between these two contributions to diffracted signal become important so that with different experimental conditions—such as probe angle of incidence or film thicknesses—ISTS data can show vastly different mode intensity ratios [see Eq. (35)]. Conversely, when one or the other set of displacements dominates, interference effects can be ignored and the resulting mode intensity ratios become independent of the precise experimental conditions and mimic the behavior of the relevant ripple displacements. From Figs. 9 and 10 and it is clear that the theoretical surface displacements are over an order of magnitude larger than the interface displacements for the two lowest-velocity modes with $q_h$ values above ~0.5, while for the other modes and at lower $q_h$, the surface and interface displacements are of the same order. Calculations performed at other film thicknesses between 1 and 5 µm show this same general behavior. Thus, for the samples examined in this study, one would expect the relative intensities of the two lowest modes to mirror the relative intensities shown in Fig. 9 for $q_h>0.5$, but an analysis of the complete mode intensity spectrum would require the full solution of Eq. (35).

VI. QUANTITATIVE ANALYSIS OF ISTS DATA

As stated earlier, the dc term dominates the ISTS signal for these experiments. In fact the power in the zero-frequency peak of the Fourier transforms ranged from 30 to 200 times greater than the acoustic peaks. Thus, the heterodyne terms in Eq. (35) dominate and the frequencies of the most intense Fourier peaks will correspond to the fundamental pseudo-Rayleigh mode frequencies $\omega_j$.

The values of $\omega_j$ found for all the scattering wave vectors and sample thicknesses in this study were converted to phase velocities and plotted versus $q_h$. The results are shown in Fig. 12. In cases where multiple modes were excited, only those with Fourier-transformed intensities greater than half that of the largest peak were plotted. In addition, to eliminate the possibility of spurious peaks due to sample imperfections, data points were taken at several spots on each sample and only frequencies that were consistent from spot to spot on the same sample were kept. The estimated experimental uncertainties for the velocities range from 1% at the highest $q_h$ values to 5% at the lowest $q_h$ values observed for each sample. The $q_h$ values are accurate to ±0.1. The main source of error results from uncertainties in the scattering wave vector which are derived from uncertainties in the mechanical measurement of the scattering angle. This error could be substantially reduced in future experiments by deducing the scattering wave vector directly from ISTS data taken with a well-characterized reference sample.

The solution for the pseudo-Rayleigh mode dispersion of this system requires the density and the longitudinal and transverse velocities for both the silicon and the polyimide as inputs. For silicon, $\rho_s=2.33$ g/cm$^3$, and the isotropic velocities are $v_{ls}=8945$ m/s and $v_{rs}=5341$ m/s. For polyimide, the values given by DuPont for the density and Young's modulus $Y$ are 1.45 g/cm$^3$ and 2.4 GPa, respectively. To the authors' knowledge, there is no reported measurement of Poisson's ratio $\nu$ for this film. All three of these values are necessary to obtain the longitudinal and transverse velocities for the film according to

\[
v_l^2 = \frac{Y}{2\rho(1+\nu)},
\]

\[
v_t^2 = \frac{Y}{\rho(1+\nu)} \left(1 + \frac{\nu}{1-2\nu}\right).
\]

Different sets of dispersion curves were generated by solving Eq. (25) using the silicon and polyimide parameters given above and varying Poisson's ratio for the polyimide from 0 to 0.5. None of these theoretical data sets were able to fit the experimental data adequately.

It was thus decided to fit the experimental data numerically using the Marquardt–Levenberg nonlinear least-

FIG. 12. Experimental data (symbols) and theoretical pseudo-Rayleigh mode dispersion curves (solid lines) for Pyralin 2555 films on silicon substrates with film thicknesses $h$ in micrometers as shown in the legend. The elastic parameters used in generating the dispersion curves were optimized to best fit the data that fall on the two lowest-velocity curves. The substrate parameters used were $v_{ls}=8945$ m/s, $v_{rs}=5341$ m/s, $\rho_s=2.33$ g/cm$^3$, and the film parameters determined were $v_{lf}=2650$ m/s, $v_{tf}=1160$ m/s, and $\rho_f=1.45$ g/cm$^3$.
squares algorithm. In performing such a calculation, one must assign each experimental point to a particular dispersion curve. This was fairly straightforward for the data shown in Fig. 12 since the experimental points group together into well-defined curves resembling the pseudo-Rayleigh dispersion curves. The theoretical results shown in Figs. 9 and 10 and discussed above indicate that the two lowest-velocity pseudo-Rayleigh modes should give rise to the strongest signals for most of the wave vectors used. We therefore assumed that the two lowest-velocity sets of data points correspond to the two lowest-velocity pseudo-Rayleigh dispersion curves. The polyimide velocities ($u_{lf}$ and $u_{rf}$) were adjusted to fit the points on these lowest-velocity curves with the density fixed at the previously measured$^2$ value of 1.45 g/cm$^3$. Figure 12 shows the data points and the fit. Using the values obtained, higher-velocity pseudo-Rayleigh dispersion curves were calculated and plotted on Fig. 12. The agreement between these higher-velocity pseudo-Rayleigh dispersion curves and the higher-velocity data points is excellent, with no further adjusting of any parameters.

The polyimide velocity parameters determined from the fit are $u_{lf}$ = 2650 m/s and $u_{rf}$ = 1160 m/s. While it is never certain that one has reached the global minimum in the value of $\chi^2$ using nonlinear least-squares-fitting routines, these values correspond to the lowest minimum found after starting from many different initial guesses for the parameter values. Varying either of the polyimide velocity parameters by 10% led to substantially worse fits. The fits were relatively insensitive to the value chosen for the polyimide density as changes in this parameter by as much as 50% did not lead to significant changes in the quality of the fits. Varying the substrate parameters by 10% led to worse fits for values of $q_h$ < 1, but did not affect the quality of the fits at higher $q_h$ values. Based on these considerations, we estimate the overall uncertainties in the polyimide velocity parameter values to be ±5%.

The outlying high-velocity data points observed are not strictly pseudo-Rayleigh surface modes but rather represent modes that arise from interactions with the free substrate boundary. Their counterparts for the semi-infinite substrate are known as "leaky" modes which are damped due to the fact that they lose energy to the semi-infinite substrate as they propagate.$^{18}$ The behavior of these modes can be elucidated by treating the finite size of the substrate explicitly. This is demonstrated in the Appendix.

In these initial experiments, care was not taken to accurately fix or measure the probe angle of incidence $\theta_p$. This precludes a quantitative mode intensity analysis since, according to Eqs. (29)–(34), changes in $\theta_p$ significantly change the values of $F$ and $G$ in Eq. (35), which in turn can change the final mode intensities seen in an ISTS experiment. However, as discussed above, the relative intensities of the two lowest modes can be compared to the film surface displacements of Fig. 9 for $q_h > 0.5$. Experimentally, Fig. 12 shows that at least one of these two modes is present for all the samples. According to Fig. 9, the second lowest mode should dominate from $q_h$ = 0.5 to $q_h$ = 1.5 while at higher $q_h$ values, i.e., above the crossover discussed earlier, the lowest mode should have a higher intensity. Upon examination of Fig. 12, this qualitative behavior definitely obtains since, for all the samples, the density of observed data points is much higher for the second mode than for the first for $q_h$ values less than the crossover, while at higher $q_h$ values the only observed data points correspond to the first mode. Further experiments are required in order to more quantitatively test the relative pseudo-Rayleigh mode intensity spectrum predicted for an ISTS experiment according to the method outlined above.

VII. DISCUSSION

The values of $u_{lf}$ = 2650 ± 130 m/s and $u_{rf}$ = 1160 ± 60 m/s deduced in this study for polyimide 2555 combined with the previously measured$^2$ density of 1.45 g/cm$^3$ correspond to a Young's modulus of 5.4 ± 0.5 GPa and a Poisson ratio of 0.38 ± 0.02. (The uncertainties given for Young's modulus and the Poisson ratio are calculated from the uncertainties for $u_{lf}$ and $u_{rf}$ determined from our study and do not account for any uncertainties in the previously measured value for the film density.) To our knowledge, this represents the first measurement of the Poisson ratio in this material. We note that our value for Young's modulus is over 100% higher than the previously measured value$^{22}$ of 2.4 GPa. This should not be surprising since it is known that the value of Young's modulus can depend very sensitively on the method of film curing. Thus, the difference is probably due to intrinsic differences in sample characteristics.

Recent work has shown that polyimide films can exhibit variation in the degree of chain orientation and in density as a function of depth.$^{23-26}$ Our measurements yield values that are averaged over the film thickness and so do not provide direct information about depth dependencies. It is possible that measurements of thinner films could yield different parameters, indicative of differences in film properties very close to the substrate surface. It may also be possible, for example, by tilting the grating wave vector so that it has a component perpendicular to the film, to determine separate in-plane and out-of-plane elastic moduli. It would then be necessary to generalize the theoretical treatment outlined here to take this into account. At present, the measurements and a simple extension of the theory can be used to determine anisotropic properties within the plane of the film only.

In general, there are several different protocols available for extracting the elastic parameters from ISTS data on thin supported films. One method, which was demonstrated above, involves determining the mode velocities at a range of $q_h$ values—by either changing scattering angle or sample thickness or both—and then varying the elastic parameters until a good match between theoretical dispersion curves and data is obtained. With some refinement, especially in the accuracy of the scattering wave-vector measurement, the experimental errors can be reduced and an analysis along these lines should be possible with fewer $q_h$ values and higher accuracy. An alternative or comple-
FIG. 13. Dispersion curves for the first 22 normal modes for a 3 μm film on a 330 μm substrate using the best-fit elastic constants for the polyimide/silicon system listed in Fig. 12. Note the existence of modes with velocities above \( v_R \) which was the cutoff value for the pseudo-Rayleigh modes calculated for an infinite substrate as in Figs. 6 and 12.

The refinement of "one-shot" data collection, already demonstrated here but not yet optimized, is an important step in either protocol. This should be straightforward as it depends only on an improved probe pulse temporal profile.

VIII. CONCLUSION

In this paper, it has been demonstrated that ISTS experiments with real-time data acquisition rates are possible and can be applied to studying the pseudo-Rayleigh acoustic modes that propagate in thin-film coatings. Experiments were performed on polyimide films of varying thickness coated onto silicon wafers. For these samples, real-time data acquisition was crucial in avoiding optical damage to the polymer film. It was found that a diffracted ISTS signal arises predominantly from corrugation or ripple displacements at the film surface and the film/substrate interface due to the propagating pseudo-Rayleigh modes. The relative contribution of each acoustic mode to the ISTS signal depends on the efficiency with which each mode is excited by the excitation pulses and on the efficiency with which each mode diffracts the probe beam due to surface and interface ripple. A formalism was developed to quantify both of these factors. Using this formalism a method for extracting the elastic constants of the film by analyzing the dispersion of the pseudo-Rayleigh modes was described and applied to the polyimide/silicon system.

The techniques under development should find wide applications in nondestructive, real-time characterization of thin films. For many applications, such as monitoring thin-film fabrication and cure or determination of the spatial uniformity of coatings, it may not be necessary to determine elastic moduli but merely to monitor changes in acoustic frequency. Finally, real-time characterization of thermal diffusion rates through the use of a probe pulse with a longer temporal duration will present a similar range of applications in polymeric, diamond, and other thin films.
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APPENDIX

In this Appendix, the solution for the transient grating excitation of a thin film coating is generalized to include the effects of a substrate with finite thickness. The formal solution for the displacement potentials is still given by Eqs. (13) and (14); however, now the finite substrate has a free boundary at \( y=H \) (see Fig. 5) which is ignored for the semi-infinite system. For this reason, the \( C_+ \) and \( C_- \) terms of Eqs. (13) and (14) are no longer unphysical and must be retained in order that the normal components of the stress at this new surface can be fixed to zero.

With the two new boundary condition equations and the two new unknown potential constants, Eq. (16) becomes an 8x8 matrix equation. Using the Duhamel–Neumann expression for the stress [Eq. (15)], and assuming as before that there is no heating of the silicon, it can be shown that the new matrix equation takes the form

\[
C' D f = F f, \tag{A1}
\]

where
Information is extracted from this matrix equation with the same techniques that were used for the $6 \times 6$ equation in the main text. The resulting dispersion curves for the 30 lowest-velocity modes of a system composed of a 3 \( \mu \text{m} \) polyimide film on a 330 \( \mu \text{m} \) silicon substrate are shown in Fig. 13. One can see that relaxing the semi-infinite substrate assumption gives rise to extra plate modes propagating predominantly within the substrate with velocities above the substrate transverse velocity \( v_{Tr} \) which was, in the semi-infinite case, the cutoff for propagating modes of the system. The dispersion curves for velocities sufficiently below the \( v_{Tr} \) are almost identical to those for the pseudo-Rayleigh modes calculated using the semi-infinite substrate system and shown in Fig. 12. The only differences occur at phase velocities near the cutoff and, for the lowest-velocity mode, at very low \( \sqrt{v} \) values. This behavior is expected and confirms that the semi-infinite substrate approximation is adequate to explain nearly all of the pseudo-Rayleigh modes seen in these experiments.

The extra plate modes above \( v_{Tr} \) are produced as a...
result of acoustic reflections from the free substrate surface. They can be obtained within the semi-infinite substrate approximation as well, but only as "leaky" modes with finite lifetime due to energy flow into the infinite substrate. As eluded to in the main text, the existence of these modes for the polyimide/silicon system used in these experiments provides an explanation for the ISTS data points occurring above \( v_{TF} \) in Fig. 12.