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Abstract

This paper considers offline dynamic OD (origin-destination) calibration problems for large-scale simulation-based network models. We formulate the problem as a simulation-based optimization (SO) problem and propose a scalable and efficient metamodel SO algorithm. For a network with $n$ links and a problem with $T$ time intervals and $Z$ OD pairs per time interval, the corresponding SO problem is a high-dimensional problem of dimension $T \cdot Z$. At each iteration of the SO algorithm, we solve a set of $T$ independent analytical and differentiable metamodel optimization problems, each of dimension $Z$. The $T$ analytical problems are constrained by $n$ nonlinear equality constraints. Hence, they scale linearly with the number of links in the network and independently of other network attributes, such as the dimension of the route choice set or the link lengths. The temporal correlation, of the link performance metrics across time intervals, is approximately captured through the parameters of the metamodel. Since the $T$ analytical optimization problems are decoupled and can be solved independently, the proposed approach scales independently of the number of calibration time intervals, making it suitable for the calibration of demand over numerous time periods.

The approach is efficient and scalable. It is suitable to address high-dimensional calibration problems for large-scale network models. It is benchmarked on both a toy network and a Singapore network versus two general-purpose algorithms: SPSA and a derivative-free pattern search algorithm. The validation experiments indicate that the proposed method identifies points with objective function estimates that outperform the benchmark methods by 1-2 orders of magnitude. As the problem dimension and the temporal correlation, across time intervals, increase, so does the magnitude by which the proposed method outperforms the benchmark methods. The Singapore case study considers a problem of dimension 16200. This is 2 orders of magnitude higher than what is currently considered high-dimensional for continuous SO problems. The proposed method identifies solutions with an estimated objective function that is 1 order of magnitude better than those of the benchmark methods. It yields solutions that provide an average, across time
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intervals, improvement to link counts of 77%, compared to the benchmark methods. The case study also illustrates the robustness of the method to the quality of the initial points.

1 Introduction

There is an increased interest among both private and public urban transportation stakeholders to develop and use traffic models to inform the design of their urban mobility services. Additionally, as the resolution (i.e., granularity) of urban mobility data increases, so does that of the corresponding models. This leads to reduced computational efficiency. There is a pressing need for computationally efficient algorithms that enable the calibration of these higher resolution, yet inefficient, models. The calibration problems faced by practitioners are difficult optimization problems. They are high-dimensional, simulation-based and non-convex problems. Hence, the design of efficient calibration algorithms is challenging.

We consider the calibration of stochastic simulation-based traffic models. The general goal of a model calibration problem is to calibrate (i.e., fit) model inputs that minimize a distance function between estimates of network conditions (e.g., link flows, link speeds) provided by the simulator and those obtained from field measurements. We consider a specific type of calibration problem known as the dynamic OD calibration problem, which calibrates a set of high-dimensional time-dependent origin-destination (OD) matrices. The latter are model inputs that describe spatial and temporal travel demand patterns.

We distinguish between two classes of problems. The first is the OD calibration problem, where the goal is to calibrate the demand inputs of a specific traffic model. The output is a calibrated model, yet the calibrated demand (i.e., set of OD matrices) is not intended to be used as stand-alone travel demand estimate. The second is the more general OD estimation problem, where the goal is to estimate travel demand for a given region and the outputs are the OD matrices themselves. These matrices are then used for a variety of transportation planning studies. We focus on the first class of problems: our goal is to calibrate the OD matrices of a specific traffic model.

This paper focuses on the design of dynamic OD calibration algorithms that are: (i) computationally efficient, such that they can address the needs of transportation practitioners by identifying solutions with good performance within tight computational budgets (e.g., few simulation evaluations), and (ii) scalable, such that they can address high-dimensional problems for large-scale networks.

Reviews of OD calibration literature are included in Balakrishna (2006), Djukic (2014), Zhang and Osorio (2017). The most common approach to simulation-based OD calibration has been the use of general-purpose algorithms, such as Simultaneous Perturbation Stochastic Approximation (SPSA) (Balakrishna et al. 2007, Vaze et al. 2009, Lee and Ozbay 2009, Ben-Akiva et al. 2012) and metaheuristics, such as the genetic algorithm (GA) (Kim et al. 2001, Stathopoulos and Tsekeris 2004, Kattan and Abdulhai 2006, Vaze et al. 2009).

These general-purpose algorithms are designed for a broad class of optimization problems. In particular, their use is not limited to calibration problems, let alone to transportation optimization problems. They are designed based on asymptotic properties (e.g., asymptotic convergence guarantees). Little is theoretically known about their short-term performance (i.e., performance under tight computational budgets). Yet there is recent interest in the theoretical and empirical analysis of their short-term performance (Dong
These general-purpose algorithms lack computational efficiency because they are not designed to identify good quality solutions within tight, or small, computational budgets. Nonetheless, in the transportation calibration community, they are most commonly used under tight budgets. Djukic (2014, page 33) discusses the lack of computational efficiency of both SPSA and of metaheuristics for OD calibration problems. Discussions of the advantages and limitations of SPSA for transportation problems are also presented in Antoniou et al. (2015), Tympakianaki et al. (2015), Tympakianaki (2018). Extending these general-purpose algorithms such as to enhance their efficiency is an active area of research. Recent extensions to SPSA include Cipriani et al. (2011), Lu et al. (2015), Antoniou et al. (2015), Tympakianaki et al. (2015). The design of efficient calibration algorithms has also been driven by the need for real-time feasible algorithms (e.g., Ashok and Ben-Akiva 2002, Bierlaire and Crittin 2004, Barceló and Montero 2015, Zhou and Mahmassani 2007).

The design of simulation-based optimization (SO) algorithms suitable for high-dimensional problems is also a challenge. In the field of continuous SO, problems with dimension in the order of 200 are considered high-dimensional (Wang et al. 2016), while OD calibration problems have a dimension in the order of thousands or tens of thousands of variables. Reviews and discussions of the design of scalable OD calibration methods include Djukic (2014), Prakash et al. (2018). A spatial network decomposition approach for offline calibration was proposed by Frederix et al. (2014). Research on scalable techniques has been mostly driven by online calibration problems, where the most common approach is the use of dimensionality reduction techniques (Djukic et al. 2012, Prakash et al. 2017, 2018).

General-purpose algorithms exploit limited, or no, problem-specific structural information. There is an opportunity to improve their scalability as well as their short-term performance by embedding problem-specific information and tailoring them to specific classes of transportation problems. This line of thinking has led to some of the extensions of SPSA (Lu et al. 2015, Tympakianaki et al. 2015). In this paper, we pursue this line of thinking.

We propose a computationally efficient and scalable algorithm for dynamic OD calibration problems. To achieve efficiency, we formulate and embed analytical problem-specific information within a general-purpose SO algorithm. More specifically, we use an analytical approximation of the simulation-based objective function. This approximation is known as a metamodel. The general concept of metamodel SO is detailed in Section 2.2. The metamodel we use embeds information from an analytical network model. The latter provides a problem-specific approximation of how the inputs (OD matrices) relate to the simulation-based functions (expected link flows). The proposed approach is scalable. The formulation scales linearly with the number of links in the network, making it suitable for large-scale networks. It scales independently of the number of calibration time intervals, making it suitable for the calibration of demand over numerous time periods.

The efficiency and scalability of the proposed approach are evaluated by applying it to a Singapore case study (Section 4). The network considers over 1000 links and over 18000 routes. The calibration problem is of dimension 16200, this is 2 orders of magnitude larger than what is currently considered high-dimensional for continuous SO problems. We benchmark the approach versus two traditional algorithms: SPSA and a derivative-free pattern search algorithm. The proposed approach yields objective function estimates that are one order of magnitude lower than those of the benchmark methods. It improves fit
to link counts by an average of 77%, compared to benchmark methods. This illustrates its scalability and its efficiency.

Recently, we formulated a metamodel idea for a time-independent calibration problem (i.e., a single OD matrix for a single time interval is calibrated for a dynamic stochastic traffic simulator) (Osorio 2017). In this paper, we extend this static method and propose a method suitable for dynamic OD estimation, where multiple time-dependent OD matrices are calibrated for a dynamic stochastic traffic simulator. The main challenge is to formulate an analytical metamodel that accounts for the temporal dependencies in the dynamic problem, yet is sufficiently scalable and efficient so that the overall SO algorithm remains scalable and efficient. The distinctions between the proposed method and the static method are detailed in Section 2.4.

Section 2 presents the proposed methodology. The latter is validated for toy networks in Section 3 and applied to a Singapore network case study in Section 4. The main conclusions are summarized in Section 5.

2 Methodology

2.1 Formulation of the dynamic OD calibration problem

A traditional approach to modeling the spatial and temporal distribution of travel demand is through the use of origin-destination (OD) matrices. A city or region is segmented into zones. The OD matrix describes the expected demand between each pair of zones. To account for time-varying travel demand, one OD matrix is specified for each of \( T \) non-overlapping equal-length time intervals (e.g., 8-9am, 9-10am). A dynamic OD calibration problem aims to calibrate one OD matrix for each of the \( T \) time intervals, such that the simulated network performance (e.g., expected link counts or speeds) is similar to the field measurements (e.g., average link counts or speeds). We consider a problem that simultaneously (i.e., jointly) determines the OD matrices for all \( T \) time intervals. We consider an offline problem, which is solved offline based on historical traffic data.

We introduce the following notation.

- \( d_{zt} \): expected travel demand for OD pair \( z \) and departure time interval \( t \) (scalar);
- \( d \): decision vector composed of the scalars \( d_{zt} \);
- \( f \): simulation-based objective function;
- \( F_{it} \): flow on link \( i \) and time interval \( t \) as defined by the simulator;
- \( y_{it} \): average flow on link \( i \) and time interval \( t \) estimated from field data;
- \( \tilde{d}_{zt} \): prior value for the expected demand for OD pair \( z \) and departure time interval \( t \) (scalar);
- \( u_1 \): vector of endogenous simulation variables;
- \( u_2 \): vector of exogenous simulation parameters;
- \( \delta \): weight parameter for prior information (scalar);
- \( d^{\text{max}} \): upper bound vector;
- \( Z \): number of OD pairs per time interval;
- \( T \): number of time intervals;
- \( \mathcal{I} \): set of indices of links with sensors;
- \( \mathcal{T} \): set of time interval indices \( \mathcal{T} = \{1, 2, \ldots, T\} \);
- \( \mathcal{Z} \): set of OD pair indices \( \mathcal{Z} = \{1, 2, \ldots, Z\} \).
The dynamic OD calibration problem is formulated as follows.

\[
\min_d f(d) = \frac{1}{|T|} \frac{1}{|I|} \sum_{t \in T} \sum_{i \in I} (y_{it} - E[F_{it}(d, u_1; u_2)])^2 + \delta \frac{1}{|T|} \frac{1}{|Z|} \sum_{t \in T} \sum_{z \in Z} (\tilde{d}_{zt} - d_{zt})^2
\]

\[0 \leq d \leq d_{\text{max}},\]

where for a given set \(I\), \(T\) or \(Z\), the notation \(|I|\), \(|T|\) or \(|Z|\), denotes the cardinality of the set. The decision vector consists of OD values for each OD pair \(z\) and each departure time interval \(t\). It is of dimension \(T \cdot Z\). In the case study of Section 4, \(T = 4\) and \(Z = 4050\), leading to a high-dimensional problem of dimension 16200. Note that for \(T = 1\), Problem (1)-(2) is equivalent to the time-independent problem addressed in Osorio (2017, Problem (1)-(2)).

The first summation of Eq. (1) represents the distance between the field measurements of link traffic conditions (terms \(y_{it}\)) and their corresponding simulation-based functions (terms \(E[F_{it}(d, u_1; u_2)]\)). This summation aims to estimate OD demand such that the simulator leads to similar traffic conditions than those observed in the field. The set of links with field measurements, \(I\), is usually a low dimensional set. Often, less than 10% of the links have field measurements.

The OD calibration problem is, for a realistic network, an underdetermined problem (i.e., there is an observability issue). Hence, there are an infinite set of OD vectors, \(d\), that yield the same simulated traffic conditions. Among this set some solutions are more physically plausible than others. For example, some may be consistent with the underlying land-use of the region leading to plausible travel demand patterns for a specific time period. To address this underdetermination issue, the traditional approach is to include in the objective function a term which leads to OD solutions that are close to a plausible pre-defined OD matrix. This is the role of the second summation of Eq. (1). The pre-defined OD matrix, denoted \(\tilde{d}\), is known as a prior or seed matrix. It is most often estimated from other data sources such as census data or obtained through OD estimation of a simpler (e.g., static) traffic model. It is assumed to capture plausible travel demand patterns for the considered calibration time period. The scalar \(\delta\) is a weight factor that defines the trade-off between the distance to field measurements (first summation) and the distance to the prior OD matrix (second summation).

The most common field measurements, \(y_{it}\), used for calibration are link counts, followed by link speeds. With more granular mobility data becoming increasingly available, field measurements based on partial trajectory data are being used. Nonetheless, for the majority of urban areas, link counts remain the most commonly available and used type of calibration data. In this paper, we focus on the use of link counts, i.e., \(y_{it}\) represents the average flow on link \(i\) during time interval \(t\). The simulation-based functions \(E[F_{it}(d, u_1; u_2)]\) represent the expected link flow on link \(i\) during time interval \(t\). The vector \(u_1\) represents endogenous variables of the simulator (e.g., link travel times, densities, queue-lengths). The vector \(u_2\) represents exogenous parameters of the simulator such as the network topology, supply parameters (e.g., traffic management strategies such as signal plans or congestion pricing schemes) and exogenous link or lane attributes (e.g., length, maximum speed).

The problem is formulated with bound constraints Eq. (2). In summary, the calibration problem consists of a high-dimensional SO problem with a nonlinear, most often
non-convex, non-differentiable, simulation-based objective function with analytical bound constraints. This problem inherits the usual challenge of an SO problem: the objective function is not available analytically, instead it can only be estimated via simulation. For calibration problems, two additional challenges arise. First, the problem is high-dimensional. In the field of continuous SO, problems of dimension in the order of 200 are considered high-dimensional. The dimension of calibration problems are often 2-3 orders of magnitude higher. Second, traffic simulators are particularly costly to evaluate. In transportation, depending on the simulation model and on the type of performance metric to estimate, runtimes can range from hours to days. For instance, one evaluation of the Singapore network of Section 4 typically requires 4 hours on a standard machine. This high computational cost combined with the high dimensionality of the problem highlights the need for algorithms that are computationally efficient and can derive good quality solutions within few simulation evaluations.

2.2 Metamodel framework

The general idea of a metamodel algorithm is to address the SO problem by solving a set of analytical optimization problems, for which traditional and efficient gradient-based algorithms can be used. To do so, the simulation-based objective function is approximated by an analytical parametric function, known as the metamodel. Figure 1 summarizes the main steps of each iteration of an SO algorithm. Step 1 uses all simulation observations obtained so far to fit the parameters of the metamodel. Step 2a replaces the simulation-based objective function by the fitted metamodel and solves the analytical problem, which is known as the metamodel optimization problem or the subproblem. Step 3 simulates the solution to this subproblem. Step 4 determines the current iterate, which is the point (i.e., the OD value) that is considered to have best performance so far. Step 2b identifies points to simulate which may not be solutions to the subproblem. They may be derived from a general sampling strategy, or be defined such as to improve metamodel fit properties or geometric properties of the sampled space. As the SO iterations increase, so does the number of simulated points, which can then lead to an enhanced fit of the metamodel and ultimately to the identification of points with improved simulated performance.

The methodological challenge lies in the formulation of a suitable metamodel. For the calibration problem, the metamodel should: (i) be analytical and differentiable (such that traditional gradient-based algorithms can be used to solve the subproblem), (ii) be scalable (such that large-scale network problems can be solved), (iii) be efficient (because the high-dimensional subproblem needs to be solved at every iteration of the SO algorithm), and (iv) approximate well the simulation-based objective function in the entire feasible region. The main challenge is providing a formulation that balances both efficiency and accuracy (i.e., factors (iii) and (iv)).

For Problem (1)-(2), the formulation of a metamodel requires analytically approximating the functions $E[F_{it}(d, u_1; u_2)]$. These are intricate functions for the following reasons. Recall that $E[F_{it}(d, u_1; u_2)]$ represents the expected flow on link $i$ during time interval $t$. This expectation depends on what route each individual traveler has chosen, which typically depends on the travel times across all plausible (or considered) routes. These travel times depend themselves on the route choices of all individuals both during the current and past time intervals. Hence, the function $E[F_{it}(d, u_1; u_2)]$ embeds both spatial and temporal dependency information of traffic conditions. Providing an analytical, relatively accurate yet also efficient approximation of this function is difficult.
Figure 1: General metamodel framework

Our past work for static OD calibration (Osorio 2017) proposed a metamodel formulation that satisfied the above criteria. In particular, it achieved efficiency by embedding information from an analytical stationary network model, which approximated the mapping between travel demand (OD vector) and link performance (e.g., expected link flow). The use of a stationary network model led to a tractable and scalable formulation. The main challenge when going from a static (i.e., one time interval) OD calibration problem to a dynamic (i.e., multiple time intervals) OD calibration problem is the temporal correlation of network (e.g., link, path) performance metrics. The analytical network model of Osorio (2017) is a time-independent model. Hence, it does not capture the temporal evolution of congestion nor the temporal dependencies among the functions $E[F_{it}(d, u_1; u_2)]$.

A natural approach to overcome this limitation would be to formulate a time-dependent analytical network model, and then replace the stationary model of Osorio (2017) by the time-dependent model. As detailed above, this would require the formulation of a time-dependent model that remains differentiable, scalable and, most importantly, sufficiently efficient to address large-scale network optimization problems. As the vast literature on dynamic traffic assignment (DTA) shows, this remains an unresolved challenge. In particular, if the analytical network model is not efficient, one is better off allocating the computational resources to simulation evaluations rather than to, inefficiently, solving the approximate subproblem.

In this paper, we take a different approach. We propose to decouple the metamodel optimization problem into a set of $T$ subproblems, one for each time interval. In other words, Step 1 of Figure 1 fits a set of $T$ metamodels and Step 2a solves $T$ analytical optimization problems. For each time interval, we proceed as in Osorio (2017): we use a metamodel based on a stationary network model. We then capture temporal dependencies across time intervals through the parameters of the metamodel. The paper includes experiments with high temporal correlation across the time intervals. The results indicate that the proposed approach performs well under such conditions.

Hence, the main contribution of this paper is to show that if sufficient spatial correlation (or more generally spatial dependency) is captured analytically (in this case through the use of a time-independent analytical network model), then it can be sufficient to capture
temporal correlation in a simple (i.e., more tractable) way, compared to the use of a
time-dependent analytical network model. The proposed approach captures temporal
correlation in very simple way: the parameters of the metamodel are fitted based on
temporally correlated simulation observations. In particular, the metamodel does not rely
on any time-dependent assumptions (such as the duration of the time intervals, or the
variation of congestion across time). Hence, it can be used as is for any network and any
specification of time-intervals. This makes it a broadly applicable approach.

2.3 Formulation of the metamodel optimization problems
At every iteration of the SO algorithm, we propose to solve a set of \( T \) subproblems. Let \( \mathcal{P}_{kt} \) denote the analytical subproblem for SO iteration \( k \) and time interval \( t \). Let \( m_{kt} \) denote the metamodel of problem \( \mathcal{P}_{kt} \).

To provide an interpretation of the subproblems, we rewrite Problem (1)-(2) as:

\[
\min_{d} f(d) = \sum_{t \in T} \left\{ \frac{1}{|T|} \frac{1}{|Z|} \sum_{z \in Z} (y_{zt} - E[F_{it}(d, u_1; u_2)])^2 + \delta \frac{1}{|T|} \frac{1}{|Z|} \sum_{z \in Z} (\hat{d}_{zt} - d_{zt})^2 \right\}. \tag{3}
\]

We introduce the following notation.

- \( k \) iteration of the SO algorithm;
- \( d_t \) vector of expected demand for all OD pairs for departure time interval \( t \), i.e., \( d_t = (d_{1t}, d_{2t}, \ldots, d_{Zt}); \)
- \( m_{kt} \) metamodel function for SO iteration \( k \) and time interval \( t; \)
- \( \beta_{kt} \) parameter vector of metamodel \( m_{kt}; \)
- \( \beta_{ktj} \) scalar element \( j \) of the parameter vector \( \beta_{kt}; \)
- \( f^A_t \) analytical approximation, derived by the analytical traffic model, of the term
  within the curly brackets of Eq. (3);
- \( \phi(d; \beta) \) polynomial component of the metamodel with variables \( d \) and coefficients \( \beta; \)
- \( h \) analytical traffic model.

At iteration \( k \) of the SO algorithm, the subproblem for time interval \( t, \mathcal{P}_{kt}, \) is defined as:

\[
\min_{d_t} m_{kt}(d_t; \beta_{kt}) = \frac{1}{|T|} \frac{1}{|Z|} (\beta_{kt0} f^A_t(d_t) + \phi(d_t; \beta_{kt})) + \delta \frac{1}{|T|} \frac{1}{|Z|} \sum_{z \in Z} (\hat{d}_{zt} - d_{zt})^2 \tag{4}
\]

\[
h(d_t; r) = 0 \tag{5}
\]

\[
0 \leq d_t \leq d_{\text{max}}. \tag{6}
\]

The metamodel \( m_{kt} \) analytically approximates the term within the brackets of (3). This term differs from Eq. (4) only in that it replaces the first summation, which contains the simulation-based functions \( E[F_{it}(d, u_1; u_2)]; \)
with an analytical function. The latter is defined as an approximation (denoted \( f^A_t \)) provided by an analytical network model that
is parametrically corrected for: (i) by scaling by a factor of \( \beta_{kt0}, \) and (ii) by an additive
error term \( \phi(d_t; \beta_{kt}); \) The latter is defined as a linear function in \( d_t \) with coefficients \( \beta_{kt}: \)

\[
\phi(d_t; \beta_{kt}) = \beta_{kt1} + \sum_{z=2}^{Z+1} \beta_{ktz} d_{(z-1)t}. \tag{7}
\]
The analytical network model is represented by \( h \) (Eq. (5)) and is specified as a system of nonlinear equations that depends on the decision vector \( d_t \) and on a vector of exogenous parameters denoted \( r \). The exogenous parameters include information such as the network topology, the route choice set and the route choice model parameters. This system of equations (i.e., \( h \) function) is specified in Section 2.4.

In metamodel SO, it is common to use general-purpose analytical functions to approximate the simulation-based functions (i.e., to specify the metamodels). Common choices include low-order polynomials, radial-basis functions, Kriging functions (Jones et al. 1998, Barton and Meckesheimer 2006, Wild et al. 2008, Kleijnen et al. 2010, Ankenman et al. 2010). A review of metamodel approaches appears in Osorio (Chap. 5, 2010). The mathematical properties of such general-purpose functions are then used to derive asymptotic properties of the SO algorithms, such as convergence guarantees. Nonetheless, as general-purpose functions they do not embed any problem-specific structural information, and hence they typically fail to identify points with good performance under tight computational budgets (i.e., when few simulation observations are available).

Our past SO work has shown that the use of problem-specific models enables the design of computationally efficient algorithms for both continuous transportation problems (e.g., Osorio and Nanduri 2015, Chong and Osorio 2018, Osorio and Atasoy 2017) and for discrete transportation problems (Zhou et al. 2017). Moreover, this past body of work shows that the use of problem-specific analytical models enhances the robustness of the SO algorithms to the quality of the initial points and to the stochasticity of the underlying simulators. Thus, for the design of efficient algorithms, the essential building block is the formulation of a suitable function \( f_t^A \). Since we need to solve Problem \( P_{kt} \) at every iteration of the SO algorithm and for each time interval \( t \), we require a formulation for \( f_t^A \) that is analytical, differentiable, scalable and computationally efficient. Such a formulation is presented in Section 2.4.

Let us discuss the implications of decomposing the metamodel optimization subproblem into a set of subproblems. We no longer solve a single subproblem of dimension \( T \cdot Z \), instead we solve \( T \) decoupled subproblems each of dimension \( Z \). This contributes to the scalability and to the efficiency of the approach. Nonetheless, by solving decoupled problems, we no longer capture the temporal dependencies among the functions \( E[F_{it}(d, u_1; u_2)] \). It is essential to capture this information, particularly when there is high temporal dependency among the traffic conditions. This occurs, for instance, when the time intervals are of short duration. To address this limitation, we propose to fit the parameters of \( m_{kt} \) using temporally correlated simulation observations. In other words, we use a time-independent metamodel and correct for the transients by fitting the metamodel parameters with simulation observations that embed temporal correlation.
2.4 Analytical network model

We introduce the following notation.

**Endogenous variables of the analytical traffic model:**

- \( \lambda_i \): expected hourly demand for link \( i \);
- \( k_i \): expected density per lane of link \( i \);
- \( v_i \): expected (space-mean) speed per lane of link \( i \);
- \( t_r \): expected travel time for route \( r \);
- \( P(r) \): route choice probability for route \( r \).

**Exogenous parameters of the analytical traffic model:**

- \( k_{i,jam} \): jam density per lane of link \( i \);
- \( v_{i,max} \): maximum speed of link \( i \);
- \( q_{i,cap} \): lane flow capacity;
- \( n_i \): number of lanes of link \( i \);
- \( \ell_i \): average lane length of link \( i \);
- \( z_r \): toll cost for route \( r \);
- \( \theta_1, \theta_2 \): parameters of the route choice model;
- \( \alpha_{1,i}, \alpha_{2,i} \): parameters of the fundamental diagram of link \( i \);
- \( c \): scaling parameter common to all links;
- \( O(r) \): OD pair of route \( r \);
- \( R_1(i) \): set of routes that include link \( i \);
- \( R_2(s) \): set of routes of OD pair \( s \);
- \( L(r) \): set of links of route \( r \).

The expression for the analytical problem-specific approximation \( f_A^t \) of the simulation-based function is defined by the following system of nonlinear equations.

\[
f_A^t(d_i) = \sum_{i \in I} ((y_{it} - \lambda_i)^2 - \sum_{i \in I} y_{it}^2) \tag{8}
\]

\[
\lambda_i = \sum_{r \in R_1(i)} P(r) d_{O(r)t} \tag{9}
\]

\[
P(r) = \frac{e^{\theta_1 t_r + \theta_2 z_r}}{\sum_{j \in R_2(O(r))} e^{\theta_1 t_j + \theta_2 z_j}} \tag{10}
\]

\[
t_r = \sum_{i \in L(r)} t_i \tag{11}
\]

\[
t_i = \frac{\ell_i}{v_i} \tag{12}
\]

\[
v_i = v_{i,max} \left( 1 - \left( \frac{k_i}{k_{i,jam}} \right)^{\alpha_{1,i}} \right)^{\alpha_{2,i}} \tag{13}
\]

\[
k_i = c q_{i,cap} \frac{\lambda_i}{n_i} \tag{14}
\]

Eq. (8) defines the analytical approximation \( f_A^t \). Note that the first summation term directly approximates the first summation term of (3). More specifically, the expected (simulation-based) link flow \( E[F_{it}(d, u_1; u_2)] \) is approximated by the expected demand \( \lambda_i \) derived by the analytical network model. The second summation term of Eq. (8) was
introduced to enhance the metamodel fit, its role is discussed in Appendix A. Note that
this second summation does not depend on \( d \). Hence, it will not have an impact on the
optimal solution to problem \( P_{kt} \).

The expression for \( f_k^h \) is derived by evaluating an analytical traffic model which
consists of the System of Equations (9)-(14). The latter is represented by the function \( h \) in
Eq. (5). This analytical traffic model was formulated for a simulation-based toll optimization
problem in Osorio and Atasoy (2017). It was used for a static OD calibration problem
in Osorio (2017). Let us describe the interpretation of each equation.

Eq. (9) expresses the expected demand for link \( i \) as a function of the probability of
choosing routes that travel through link \( i \) and of the expected OD demand for the OD
pairs of those routes. Eq. (10) specifies a route choice model, which is defined as a simple
multinomial logit model that depends on the route’s expected travel time and toll cost.
The use of toll costs is particularly relevant for the Singapore case study of Section 4,
which has various tolled links. Eq. (11) expresses the expected route travel time as the
sum of the expected link travel times. Eq. (12) defines the expected link travel time as
the ratio of the link length and the expected link speed. The latter is defined by the
fundamental diagram of Eq. (13). Eq. (14) relates the link’s expected density (\( \lambda_i \)) to its
expected demand (\( \lambda_i \)). It assumes a linear relationship between the link density and the
link demand. The proportionality constant depends on the link’s jam density (\( k_{i}^{jam} \)), a
lane flow capacity term \( q^{cap} \), and a constant \( c \). The latter is fitted based on toy network
experiments. For the experiments of this paper, it is set to 1/6.

This analytical traffic model simplifies the demand and supply models of traditional
simulation-based traffic models. In all numerical experiments of this paper, we use the
mesoscopic dynamic simulator DynaMIT (DYnamic Network Assignment for the Manage-
ment of Information to Travelers) (Ben-Akiva et al. 2010). The analytical model includes
the following simplifications. Arguably, the most important distinction is that the ana-
lytical model is a stationary model, while the simulator is a dynamic traffic model. The
analytical model assumes that all lanes of a link are homogenous, while the simulator al-
 lows for heterogeneous lanes (e.g., lanes may have different lengths, maximum speeds, etc.).
Eq. (13) is a differentiable approximation of the non-differentiable fundamental diagram
of the simulator. Unlike the simulator, the analytical model assumes that all lanes have
common flow capacity \( q^{cap} \) and does not account for vehicular spillbacks. The route choice
model is also simplified. For instance, the simulator accounts for the population’s hetero-
genicity in value of time (VOT) by assuming a random VOT that is lognormal distributed,
while the analytical model considers a unique value of time for the entire population.

Recall from the discussion of Section 2.1 that the functions \( E[F_{it}(d, u_1, u_2)] \) are tempo-
 rally correlated. Hence, when decoupling Problem (1)-(2) into the set of problems \( \{P_{kt}\}_t \),
it is important to approximately capture this temporal dependency. We do so by fitting
the metamodel parameters using simulation estimates that are spatially and temporally
correlated. This is detailed in Appendix A.

Let us summarize the main ideas of our proposed approach. At every iteration \( k \) of the
SO algorithm, we solve a set of \( T \) analytical and decoupled subproblems, \( P_{kt} \) (Eq. (4)-(6)).
Note that once the metamodel parameters (\( \beta_{kt} \) of (4)) are fitted, the \( T \) subproblems can
be solved in parallel. In other words, Step 2b of Figure 1 solves \( T \) independent problems.
The metamodel is extended from that of Osorio (2017). In particular, it is based on the use
of a stationary network model which is implemented as a set of \( n \) nonlinear equations, for
a network with \( n \) links. Problem \( P_{kt} \) is therefore an analytical optimization problem with
a decision vector of dimension $Z$, $n$ nonlinear equality constraints and bound constraints. The dimension of the constraints of $P_{kt}$ scales linearly with the number of links in the network and, more importantly, it scales independently of the dimension of the route choice set. This makes it particularly scalable and suitable for large-scale networks.

Note that for a given Problem $P_{kt}$, the analytical network model (defined by (9)-(14)) approximates the expected demand for link $i$ (term $\lambda_i$) by using only the OD information of the same time interval $t$. In other words, the impact of demand from past time intervals is not accounted for. If the time intervals are short and if demand varies over time, then one would not expect this network model to capture the traffic conditions during a given time interval accurately. More specifically, the network model would not provide a good approximation of the simulation-based expected link flows $E[F_{it}(d, u_1; u_2)]$. Nonetheless, as is presented in Section 3, the metamodel performs well even under such conditions. This indicates that the simple parametric correction of the network model (recall from Eq. (4) that it is corrected for with a scaling factor and an additive linear error term) is sufficient to capture the temporal correlations of network-wide traffic conditions.

Our past work on OD calibration (Zhang and Osorio 2017, Osorio 2017) has proposed metamodel methods for problems with a single time interval ($T = 1$). This paper presents the first metamodel formulation suitable for a dynamic OD calibration problem (i.e., where $T > 1$). Additionally, the proposed formulation differs from that of past work in the following ways. The metamodel of Zhang and Osorio (2017) formulates one metamodel for each link with a sensor, while we propose a single metamodel regardless of the number of links with sensors. This leads to fewer metamodel parameters to fit, and overall increased computational efficiency of the method. The analytical traffic model of Zhang and Osorio (2017) consists of a system of linear (instead of nonlinear) equations, it is therefore more tractable. Nonetheless, it assumes exogenous assignment, while the traffic model used here accounts for endogenous assignment. For networks with intricate traffic dynamics, such as networks with dynamic tolls, like the Singapore network of Section 4, a formulation with endogenous assignment may be necessary.

In this paper, we extended the metamodel formulation of the static OD calibration method of Osorio (2017) to enable a set of time-dependent OD’s to be calibrated. The proposed formulation solves one metamodel optimization problem for each time interval, while our past work considered a single metamodel optimization problem. We use the same functional form of the metamodel and the same stationary network model as in Osorio (2017). The second summation term of function $f^A_t$ (see Eq. (8)) is not used in Osorio (2017). The introduction of this term led us to formulate and solve a different least squares problem to fit the metamodel parameters. The least squares problem we address is given in Appendix A.

3 Validation

We validate the proposed method on a toy network. We compare its performance to that of two benchmark methods: the Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm (Spall 1992, 2003) and a derivative-free generalized pattern search algorithm (GPS) (Mathworks, Inc. 2016). The parameters of each benchmark algorithm are set based on standard guidelines (Spall 2003, Chap. 7). Additionally, for SPSA, we use values determined by MIT’s ITS (Intelligent Transportation Systems) Lab members, which combine both: (i) general guidelines developed from using SPSA for various calibration
problems (Balakrishna 2006, Vaze et al. 2009) and (ii) specific SPSA values determined from past calibration efforts of the same Singapore network model (Lu et al. 2015) as that used in Section 4 of this paper.

We consider the synthetic toy network of Astarita et al. (2001) displayed in Figure 2. It has 3 origin nodes (labeled $o_1, o_2, o_3$) and 3 destination nodes (labeled $d_1, d_2, d_3$). For each time interval, we consider an OD matrix with 9 entries ($Z = 9$), i.e., all origin-destination combinations are feasible. The network considers a multi-lane highway (top links) with on-ramps and off-ramps and a single-lane arterial (bottom horizontal links). There is a total of 28 one-way links and 43 lanes. We assume that all links have sensors. Note that even when all links have sensors, there are, for each time interval, multiple OD matrices that can lead to the same link counts (i.e., the problem is underdetermined). For all numerical experiments of this paper, we use the mesoscopic dynamic simulator DynaMIT (DYnamic Network Assignment for the Management of Information to Travelers) (Ben-Akiva et al. 2010).

We consider two sets of experiments. The first set evaluates how the performance of the methods varies with the dimension of the problem and with the temporal correlation of the link performance metrics across time intervals. The second set evaluates the impact on performance of transient versus stationary traffic conditions.

In the first set of experiments, we consider a demand scenario that transitions from uncongested to congested and back to uncongested conditions. More specifically, let $D_1$ denote a given level of demand. We consider a 5 hour time period, the expected true demand for each OD pair and for each of the 5 hours is $D_1$, $1.5D_1$, $2 \times D_1$, $1.5D_1$ and $D_1$, respectively. For this demand scenario, we consider three experiments. The first calibrates one OD matrix for every hour (i.e., it considers five 1-hour time periods). The second (resp. third) calibrates an OD matrix for every 30 (resp. 15) minutes, i.e., it considers ten 30-minute (resp. twenty 15-minute) time periods. For experiments 1, 2 and 3, we have $T = 5$, $T = 10$ and $T = 20$, respectively. For a given problem with $T$ calibration time-intervals and $Z$ OD entries to calibrate per time interval, the dimension of the decision vector is $T \cdot Z$. Hence, experiments 1, 2 and 3 are of dimension 45, 90 and 180, respectively. As the duration of the time intervals decreases (i.e., as the number of time intervals increases), the temporal dependency between the simulation-based performance metrics (terms $E[f_d(d, u_1; u_2)]$ of Eq. (1) or of Eq.(3)) across different time intervals increases. Hence, for the proposed metamodel method, these experiments also evaluate the impact of decomposing the metamodel calibration problem into decoupled subproblems and of capturing limited temporal dependency across time intervals.
Based on the true demand, we estimate, via simulation, synthetic link counts. We consider these counts to be the “true” field counts (i.e., terms $y_{dt}$ of Eq. (1)). The prior OD matrix (term $\tilde{d}$ of Eq. (1)) is obtained as the sum of the corresponding true OD value and a randomly drawn normal distributed error term with an expectation of zero and a standard deviation of 20% of the true OD value. Hereafter, when performing optimization, we present results obtained by using one simulation replication to estimate the simulation-based functions. Experiments based on multiple replications led to the same trends across methods than those for a single replication. Nonetheless, the use of multiple replications may be necessary for other case studies.

For each experiment, we consider 5 initial points that are uniformly and randomly drawn from the feasible region (Eq. (2)). For each experiment, we initialize each method with each of the 5 initial points. This leads to 5 runs of each method for each experiment. We terminate an algorithmic run once a total of 50 points have been simulated. That is, the simulation, or computational, budget is set to 50. The top, middle and bottom plots of Figure 3 consider, respectively, the first, second and third experiment. The 5 runs of the proposed metamodel method are displayed as a red solid red line. Those of the GPS (resp. SPSA) method are displayed as a dash-dotted black line (resp. dotted blue line).

For each plot, the $x$-axis displays the number of points simulated and the $y$-axis displays the objective function estimate of the current iterate (i.e., of the best point identified so far by the method). Note that the $y$-axis has a logarithmic scale.

The top plot indicates that the performance of all three methods is similar for the first 10-15 simulation points. Thereafter, GPS and SPSA have similar performance, while the metamodel identifies points with one order of magnitude improvement in the objective function. For the middle plot, GPS and SPSA have similar performance. They are both outperformed by the metamodel. The latter outperforms by 1 order of magnitude as of the second simulation and by 2 orders of magnitude as of the 13th simulation. For the bottom plot, GPS and SPSA have similar performance and are both outperformed by the metamodel by one order of magnitude as of the second simulation.

Experiments 1 through 3 have increasing dimension and increasing temporal correlation (of the link performance metrics across time intervals). These plots indicates that as these two factors increase, so does the magnitude by which the metamodel outperforms the benchmark methods. When considering the objective function estimates, the metamodel tends to outperform the benchmark methods by 1-2 orders of magnitude. Both benchmark methods have similar performance.

Figure 4 considers, for each experiment, the 5 solutions proposed by each method (there is one for each initial point). For a given method and a given initial point, the proposed solution is the current iterate (i.e., solution with best performance) upon depletion of the simulation budget. Figure 4 evaluates the performance of the proposed solutions in terms of how they fit the true counts. The left-most (resp. middle and right-most) column of plots considers experiment 1 (resp. 2 and 3). The top (resp. middle and bottom) row of plots considers the metamodel (resp. GPS and SPSA) method. Each plot displays along the $x$-axis the true counts and along the $y$-axis the simulated counts of the proposed solutions. For each method, the best fit to the counts is observed for experiment 1, followed by experiments 2 and 3. For a given experiment, GPS and SPSA have similar performance, while the metamodel outperforms both benchmark methods. Just as for the previous figure, as the number of calibration periods and the temporal correlation increase, so does the ability of the metamodel method to outperform the benchmark methods.
Figure 3: Performance estimate of the current iterate of each method as a function of the number of simulated points. From top to bottom, the plots consider a higher-temporal resolution with the total number of time intervals, $T$, set to 5, 10 and 15, respectively.
Recall that experiment 1 is that with the longest time intervals. In other words, it has the least temporal dependence between the simulation-based performance metrics across time intervals (terms $E[F_{it}(d, u_1; u_2)]$ of Eq. (1)). Experiment 2 has higher dependency, and experiment 3 has the highest. These results therefore show that there is a negative correlation between the duration of the calibration intervals and the performance of the general-purpose methods. The metamodel method identifies points with good performance for all 3 levels of temporal dependency.

In the second set of experiments, we carry out three experiments that consider 5 calibration periods ($T = 5$). All experiments have a common decision vector dimension of 45 ($T \cdot Z = 5 \cdot 9$). The true demand levels vary from uncongested conditions to congested conditions and back to uncongested conditions. Let $D_1$ denote a given level of demand. Then, for each of the 5 calibration time periods, the OD demand is $D_1$, $1.5D_1$, $2D_1$, $1.5D_1$ and $D_1$, respectively. The 3 experiments differ in the time duration of a given true OD demand. More specifically, for experiment 1 (resp. 2 and 3) each OD demand lasts for 1 hour (resp. 30 minutes and 15 minutes). Since the underlying true demand varies over time, the experiments with shorter time duration of the true OD demand serve to evaluate the ability of the methods to perform well under transient, rather than stationary, traffic conditions. Just as for the previous set of experiments, the shorter the duration of the time intervals, the higher the temporal dependency between the simulation-based performance metrics (terms $E[F_{it}(d, u_1; u_2)]$) across different time intervals. Hence, these experiments also evaluate the impact of decomposing the metamodel calibration problem into decoupled subproblems.

As before, for each experiment, we initialize each method with each of the 5 initial points and the simulation budget is set to 50 simulation runs. Figure 5 has a similar layout than Figure 3. The top, middle and bottom plots of Figure 5 consider, respectively, experiments 1, 2 and 3. The line styles and colors are the same as those of Figure 3. Again, the y-axis has a logarithmic scale. The following trends hold. For all experiments, GPS and SPSA have similar performance. The proposed method outperforms the benchmark methods by 1 to 2 orders of magnitude. As the effect of the transients increases (i.e., going from the top to the bottom plots), so does the outperformance of the metamodel compared to the benchmark methods. This figure indicates, again, that as the temporal dependency of the simulation-based performance metrics increases, the performance of the general-purpose methods decreases. For all 3 levels of temporal dependency, the proposed metamodel method identifies points with good performance.

Figure 6 has a similar layout than Figure 4. Each plot displays, for a given experiment and a given method, the performance of the 5 solutions. The top (resp. middle and bottom) row corresponds to the metamodel (resp. GPS and SPSA) method. The plots of column 1 (resp. 2 and 3) correspond to experiment 1 (resp. 2 and 3). For each plot, the true counts are displayed along the x-axis and the simulated counts are along the y-axis. For a given experiment, GPS and SPSA have similar performance. As the effect of the transients increases (i.e., going from the left to the right plots), the performance of GPS and SPSA deteriorates significantly. That of the metamodel deteriorates slightly, yet it remains good for all 3 experiments. Thus, as the effect of the transients increases, so does the outperformance of the metamodel compared to the benchmark methods. Both benchmark methods are outperformed by the metamodel approach. This holds for all 3 experiments. These plots indicate that the metamodel method identifies points with good performance even under transient traffic conditions with high temporal correlation across
Figure 4: Fit to link counts of the solutions proposed by each method. Experiments 1, 2 and 3 correspond, respectively, to the left-most, middle and right-most column of plots. The top, middle and bottom row of plots correspond, respectively, to the plots of the metamodel, GPS and SPSA.
Figure 5: Performance estimate of the current iterate of each method as a function of the number of simulated points. From top to bottom, the plots consider time-intervals of duration 1 hour, 30 minutes and 15 minutes, respectively.
4 Singapore case study

We consider an OD calibration problem for the Singapore network of major arterials and expressways, a map of which is displayed in Figure 7a. The network topology of the model is displayed in Figure 7b. Figure 7a represents the expressway links as dark orange links and the major arterials as yellow links. The red circles indicate the location of tolls in the network. The network model consists of 1150 links, over 2300 lanes and over 18000 routes. Of the 1150 links of the simulator, only 860 are considered in the analytical network model. These 860 links are those that appear in the pre-determined route choice set.

For each time interval, each OD matrix is defined as a set of 4050 OD pairs (i.e., \( Z = 4050 \)). We estimate 4 OD matrices (i.e., \( T = 4 \)). This leads to a total of 16200 unknown ODs (i.e., the decision vector of Problem (1)-(2) is of dimension 16200). We focus on the morning peak period. Each OD matrix represents demand for one of the following 30 minute time intervals: 7:30-8am, 8:30-9am, 8:30-9am and 9:30-10am. When simulating we use 6-7:30am as a warm-up period, the OD matrix for this warm-up period is fixed. There are 172 links with sensors (i.e., \( |I| = 172 \)). We do not have access to field data, hence we use an existing time-dependent OD matrix as the “true” OD matrix. Based on this matrix, we generate via simulation synthetic link counts (i.e., terms \( y_{it} \) of Eq. (1)). Each entry of the prior OD matrix (terms \( \tilde{d}_{zt} \) of Eq. (1)) is obtained as the sum of the corresponding entry of the true OD matrix plus a randomly drawn error term from a normal distribution with expectation 0 and standard deviation equal to 20% of the true value. The upper bound (\( d_{\text{max}} \) of Eq. (2)) is set to 2000 veh/hr. The weight parameter of the prior OD matrix (\( \delta \) of Eq. (1)) is set to 0.01.

Just as for Section 3 we compare the performance of the metamodel method to that of GPS and of SPSA. The algorithmic parameters of GPS and SPSA are set following both general guidelines and calibration guidelines, as discussed in Section 3. In order to evaluate the performance of the methods under tight computational budgets, we proceed as follows. We consider 5 initial points (i.e., initial OD matrices) that are drawn randomly from the feasible region, which is defined by Eq. (2). For each initial point, we run each method and terminate it once 50 points have been simulated. Figure 8 displays the number of simulated points along the \( x \)-axis and the estimate of the objective function of the current iterate along the \( y \)-axis. The red (resp. black solid and blue dotted) lines correspond to the metamodel (resp. GPS and SPSA) method. For each line style, there are 5 lines that correspond to running the corresponding method for each of the 5 initial points. This figure illustrates that from the first simulations the metamodel method identifies points with objective function estimates that are improved by one order of magnitude compared to the traditional methods. The traditional methods gradually, yet slowly, identify points with improved performance. Again, keep in mind that these traditional methods are designed based on asymptotic performance properties, they are not designed to perform well under tight computational budgets, let alone for such high-dimensional problems.

From a computational perspective, the metamodel method requires solving, at every iteration, a set of optimization problems (problems \( \mathcal{P}_{kl} \) defined by Eq.(4)-(6)). Hence, Figure 9 evaluates the performance of the methods in terms of the total computational runtime. Recall, that one simulation evaluation typically takes 4 hours to compute. Figure 9 differs from Figure 8 in that it considers total computation runtime along the \( x \)-axis.
Figure 6: Fit to link counts of the solutions proposed by each method. Experiments 1, 2 and 3 correspond, respectively, to the left-most, middle and right-most column of plots. The top, middle and bottom row of plots correspond, respectively, to the plots of the metamodel, GPS and SPSA.
(a) Singapore expressway network (map data: Google Maps (2017))

(b) Simulation network model

Figure 7: Singapore network
Figure 8: Performance estimate of the current iterate of each method as a function of the number of simulated points

It illustrates that the metamodel method indeed takes longer to deplete the computational budget of 50 simulation runs. The average computation time needed to deplete the budget is 14.8 days for the metamodel method, versus 7.9 days for GPS and 7.0 days for SPSA. Nonetheless, for all computation times, the metamodel method identifies points with performance that is improved by an order of magnitude compared to the traditional benchmark methods.

Recall that for each initial point, a method is terminated once the computational budget of 50 simulation runs is depleted. Upon depletion of the budget, the current iterate is referred to as the “best” solution. Figures 10-13 evaluate the performance of the best solution, for each method and each initial point. The figures compare the link counts of the best solution to the “true” (synthetic) link counts. Figure 10 (resp. 11, 12 and 13) considers time interval 1 (resp. 2, 3 and 4). For each figure, the plots in the first (i.e., top) row correspond to the metamodel method, those in the 2nd, 3rd and bottom row correspond, respectively, to GPS, SPSA and the initial point. Each figure contains 5 columns, one for each initial point. The trends for all figures are similar: (i) the metamodel method identifies ODs with good fit to the true counts, (ii) GPS and SPSA yield solutions that have performance similar to that of the initial point. Recall that we are considering tight computational budgets. More specifically, we allow for a total of 50 points to be simulated, while the problem is of dimension 16200. In other words, the computational budget is in the order of 0.3% of the problem dimension. It is therefore remarkable that the metamodel method can identify points with such good fit to the counts under such tight computational budgets. Moreover, the method yields good performance for all 5 initial points. This illustrates the robustness of the method to both the quality of the initial points and to the stochasticity of the simulator.

Table 1 quantifies the quality of the fit to link counts for each method. It considers the commonly used root mean square normalized error (RMSN) function, which is defined
Figure 9: Performance estimate of current iterate of each method as a function of computation runtime

for a given method and a given time interval $t$ as:

$$100 \sqrt{\frac{1}{|I|} \sum_{i \in I} (y_{it} - \hat{E}[F_{it}])^2}{\frac{1}{|I|} \sum_{i \in I} y_{it}},$$

where $\hat{E}[F_{it}]$ denotes the simulation-based estimate of the expected flow on link $i$ during time interval $t$ obtained for the best solution of a given method. The smaller the RMSN the better the fit to the link counts (terms $y_{it}$). Table 1 computes for each method and each time interval, the average RMSN (averaged over all 5 initial points). Columns 1-4 display the average RMSN for time intervals 1-4, respectively. Rows 1-4 display the average RMSN for the metamodel method, GPS, SPSA and the initial points, respectively. This table indicates that the solutions of the benchmark methods have similar performance than the initial points. For time intervals 1-4, the proposed method improves the fit to the counts compared to the initial points and to the benchmark methods by 69%, 81%, 83% and 77%, respectively. This leads to an average (across time intervals) improvement of 77%. Although we allow for only 50 simulation evaluations, for a problem of dimension 16200, the proposed method achieves within such a tight computational budget an average improvement of 77% compared to both the initial points and to the benchmark methods. This highlights its efficiency.
Figure 10: Fit to link counts for time interval 1. The top (resp. 2nd, 3rd and bottom) row corresponds to the metamodel method (resp. GPS method, SPSA method and initial point)
Figure 11: Fit to link counts for time interval 2. The top (resp. 2nd, 3rd and bottom) row corresponds to the metamodel method (resp. GPS method, SPSA method and initial point)
Figure 12: Fit to link counts for time interval 3. The top (resp. 2nd, 3rd and bottom) row corresponds to the metamodel method (resp. GPS method, SPSA method and initial point)
Figure 13: Fit to link counts for time interval 4. The top (resp. 2nd, 3rd and bottom) row corresponds to the metamodel method (resp. GPS method, SPSA method and initial point)
Table 1: Average (across initial points) root mean square normalized error (RMSN) percentage

<table>
<thead>
<tr>
<th></th>
<th>Time interval 1</th>
<th>Time interval 2</th>
<th>Time interval 3</th>
<th>Time interval 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metamodel</td>
<td>17</td>
<td>11.4</td>
<td>10.8</td>
<td>12.9</td>
</tr>
<tr>
<td>GPS</td>
<td>55.6</td>
<td>58.9</td>
<td>62.1</td>
<td>56.6</td>
</tr>
<tr>
<td>SPSA</td>
<td>54.9</td>
<td>59</td>
<td>62.2</td>
<td>56.9</td>
</tr>
<tr>
<td>Initial point</td>
<td>55.5</td>
<td>59.5</td>
<td>62.9</td>
<td>57.1</td>
</tr>
</tbody>
</table>

5 Conclusions

This paper proposes a scalable and efficient algorithm for dynamic OD calibration problems. It is a metamodel SO algorithm. For a problem with $T$ time intervals and $Z$ OD pairs per time interval, the calibration problem is a $T \cdot Z$ dimensional SO problem. The approach solves, at each iteration of the SO algorithm, a set of $T$ independent analytical and differentiable optimization problems, each of dimension $Z$. This decomposition across time contributes to the scalability of the SO approach. Each analytical problem consists of a nonlinear objective function constrained by lower and upper bounds, and $n$ nonlinear equality constraints, where $n$ is the number of links in the network. The temporal correlation, of the link performance metrics across time intervals, is approximately captured through the parameters of the analytical objective function (i.e., the metamodel). The metamodel relies on the use of stationary network model. The latter is defined as a system of nonlinear equations with a dimension that scales linearly with $n$ and independently of other network attributes such as the dimension of the route choice set. Hence the metamodel is scalable and can be evaluated efficiently with standard solvers for systems of equations.

We benchmark the approach versus two general-purpose algorithms SPSA and a derivative-free pattern search algorithm. We validate the approach with experiments on a toy synthetic network. The experiments evaluate the impact of the problem dimension, the level of temporal correlation across time intervals, and the presence of transient versus stationary traffic conditions within each time interval. When comparing the objective function estimates, the proposed method outperforms the benchmark methods by 1-2 orders of magnitude. As the problem dimension and the temporal correlation increase, so does the magnitude by which the proposed method outperforms the benchmark methods. The proposed method performs well even when there is high temporal correlation across time intervals.

The 3 methods are applied to a high-dimensional large-scale Singapore case study. The proposed method identifies solutions with estimated objective functions that are 1 order of magnitude lower than the benchmark methods. Compared to the benchmark methods, the proposed method yields solutions that improve the fit to link counts by an average of 77%. The performance of the method is also shown to be robust to the quality of the initial points.

As discussed in Section 2.2, the main challenge when going from static to dynamic OD calibration is the temporal dependency of the network (e.g., link, path) performance metrics. More generally, this is true when going from a general static optimization problem to a dynamic one. The results of this paper indicate that analytically describing spatial dependency for dynamic optimization problems can help to limit, or even overcome, the...
need to analytically describe temporal dependency. More specifically, the proposed approach captures temporal correlation in a simple parametric way, without the formulation of a time-dependent analytical network model. This is encouraging, given the challenge of formulating analytical network models that are time-dependent, while also remaining tractable and scalable. The proposed approach lays the foundation for new research directions to address dynamic, and even real-time, optimization problems. Ongoing work extends the proposed approach to: (i) enable other types of mobility data, such as turning fraction data or partial trajectory data, to be used for calibration, (ii) enable real-time problems to be efficiently tackled.

Dynamic OD calibration problems are high-dimensional SO problems. As discussed in Section 1, the literature has proposed the use of various dimensionality reduction techniques. Nonetheless, their application often comes with a high-computational cost (due to the high cost of performing simulation). It would be of interest to explore the use of dimensionality reduction techniques based on analytical network models, which would avoid the use of simulation; or more generally the iterative use (within an SO algorithm) of dimensionality reduction techniques based on metamodels, which would allow us to learn from past simulation observations when performing dimensionality reduction.

Recent extensions to SPSA can lead to an increase in the total computational cost. For example, for c-SPSA the number of simulation evaluations increases linearly with the number of clusters (Tympakianaki et al. 2015), similarly the numerical estimation of the weight matrix of w-SPSA can be computationally demanding (Lu et al. 2015). It would be of interest to explore the use of the analytical network model to mitigate the computational cost of these new and promising extensions of SPSA.

In this paper, the analytical network model is used, iteratively (i.e., at every iteration of the SO algorithm), to solve an analytical (and approximate) optimization problem. Another promising research direction, is to use it, again as part of an iterative SO algorithm, to define a sampling distribution. For example, points with low analytical objective function values would have high sampling probabilities. Ongoing work shows the potential of this line of thinking for high-dimensional continuous SO problems. In particular, this could lead to metamodel techniques with further enhanced computational tractability because it can overcome the need to solve a series of (analytical) optimization problems. The study of other general purpose components of the metamodel (function $\phi$ of Eq. (4)) are also of interest. Examples include general-purpose functions that capture temporal dependencies or, if abundant high-resolution data is available, general-purpose machine learning techniques, such as in Wu et al. (2018).
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Appendices

A  Fitting of the metamodel parameters

This appendix formulates the least-squares problem that is solved, at every iteration \( k \) of the SO algorithm, to fit the parameters, \( \beta_{kt} \), of the metamodel \( m_{kt} \). For a given point \( d \), define \( \hat{E}[F_{it}(d, u_1; u_2)] \) as the simulation-based estimate of the expected flow on link \( i \) during time interval \( t \) for point \( d \) and define \( \hat{g}_t(d) \) as:

\[
\hat{g}_t(d) = \sum_{i \in I} \left( y_{it} - \hat{E}[F_{it}(d, u_1; u_2)] \right)^2 - \sum_{i \in I} y_{it}^2. \tag{15}
\]

Let \( f^1_t \) denote the term within the curly brackets of Eq. (3). The first summation in Eq. (15) is an estimate of \( f^1_t \). The second summation is a constant term, i.e., it does not depend on the decision vector \( d \) or on the simulation outputs, it only depends on the field measurements.

At iteration \( k \) of the SO algorithm, let \( S_k \) denote the set of points (i.e., OD matrices) simulated up until iteration \( k \). The least-squares problem is formulated as:

\[
\min_{\beta_{kt}} \sum_{d \in S_k} \left\{ w_k(d) \left( \hat{g}_t(d) - m_{kt}(d; \beta_{kt}) \right) \right\}^2 + w_0^2 \left( (\beta_{kt0} - 1)^2 + \beta_{kt1}^2 + \sum_{z=2}^{Z+1} \beta_{ktz}^2 \right), \tag{16}
\]

where \( w_0 \) is an exogenous (fixed) scalar weight coefficient (set to \( 10^{-4} \)) and \( w_k(d) \) is a scalar weight for point \( d \) defined as in Osorio and Bierlaire (2013) by the following equation:

\[
w_k(d) = \frac{1}{1 + \tilde{c} \|d - d^k\|_2^2}, \tag{17}\]

where \( d^k \) denotes the current iterate and \( \tilde{c} \) denotes an exogenous scaling coefficient (set to \( 10^{-4} \)).

Problem (16) fits the parameters of \( m_{kt} \) by solving a weighted least squares problem. The first term of Problem (16) represents the weighted distance between the estimates of the simulation-based function and its corresponding metamodel approximation. For a given point \( d \), its weight is proportional to its distance from the current iterate \( d^k \). This aims to improve the local (i.e., in the vicinity of the current iterate) fit of the metamodel. The second term of Problem (16) accounts for the distance between the parameter \( \beta_{kt} \) and initial (or prior) values. This second term ensures that the least square matrix is of full rank. The initial values used correspond to an initial metamodel that is solely based on the analytical network model (i.e., \( \beta_{kt0} = 1 \) and \( \forall j \geq 1 \quad \beta_{ktj} = 0 \)).

The metamodel can be viewed as a linear regression model that aims to predict the simulation-based function \( (f^1_t(d) - \sum_{i \in I} y_{it}^2) \). We have included the summation term because it led to a better model fit. Since this summation term does not depend on \( d \) (more generally, it does not depend on the simulation outputs), it will not impact the optimal solution of the metamodel optimization problem (i.e., it will simply shift the objective function by a constant term).
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