
1 
 

𝛍𝛍eV-deep neutron bound states in nanocrystals 

Hao Tang 1, Guoqing Wang 2,3, Paola Cappellaro 2,3, Ju Li 3,1,* 

1 Department of Materials Science and Engineering, Massachusetts Institute of Technology, Cambridge, 
MA 02139, USA 

2 Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, MA 02139, 
USA 

3 Department of Nuclear Science and Engineering, MIT, Cambridge, MA 02139, USA 
* To whom correspondence should be addressed:  liju@mit.edu  

 

Abstract: The nuclear strong force induces the widely studied neutron scattering states and MeV-energy 
nuclear bound states. Whether this same interaction could lead to low-energy bound states for a neutron 
in the nuclear force field of a cluster of nuclei is an open question. Here, we computationally demonstrate 
the existence of -𝜇𝜇eV-level neutronic bound states originating from nuclear interaction in nanocrystals with 
a spatial extent of tens of nanometers. These negative-energy neutron wavefunctions depend on the size, 
dimension, and nuclear spin polarization of the nanoparticles, providing engineering degrees of freedom 
for the artificial neutronic “molecule”.   

Introduction 

Neutron scattering is a widely studied technique to characterize materials’ structure and dynamics [1]. In 

neutron scattering, interference of neutron’s positive-energy scattering states in a cluster of atoms is utilized 

to probe the atomic configuration [2], magnetic structures [3], and ionic motion [4]. Besides scattering 

states, the strong nuclear interaction between neutron and nuclei can also trap a neutron in femtometer-scale 

bound states, known as the radiative neutron capture [5]. Such bound states have MeV-scale binding energy, 

where the neutron and nucleus combine into a new isotope and emit one 𝛾𝛾-ray photon [6]. The energy 

spectra of the neutron, therefore, include the continuum spectra from scattering states covering the positive 

energy range and the discrete lines from bound states with ~MeV deep negative energy. The energy gap 

between the deep negative and positive energy spectra contains no bound states [7] if the neutron just 

interacts with a single nucleus, due to the short-range nature of the strong nuclear interaction [8,9]. However, 

it remains unknown whether a neutron interacting with a cluster of nuclei can have low-energy bound states. 

Intuitively, the neutron eigenstates with each nucleus interact with each other and form new eigenstates, in 

analogy to how the linear combination of atomic orbitals (LCAO) forms molecular orbitals [10]. It is, 

therefore, intriguing to probe whether there are long-lived discrete weakly bound states of neutrons, 

localized around a collection of atoms and ions, e.g. nanoparticles and nanowires. We define the negative-

energy neutronic states with a 10nm-scale broadening the “molecular neutronic” states. Such weakly bound 

neutron states, if they exist, would provide a platform for designing neutron eigenfunction by controlling 
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atomic configuration and for probing the strong nuclear interaction by low-energy neutrons. For example, 

the molecular neutronic states open new possibilities in probing nuclei’s neutron scattering and absorption 

cross sections [11], neutron electric dipole moment [12,13], as well as neutron bound-state 𝛽𝛽−-decay [14] 

under the low-energy limit, which contains critical information about the nuclear force. 

 

In this work, we demonstrate the existence of the molecular neutronic state in hydrogen-containing 

nanocrystals by analytical derivation and computational simulations. Essentially, the multi-center 

superposition of positive-energy scattering states can form a negative-energy weakly bound state. Different 

from the MeV neutron bound states whose properties are set by the fixed isotope properties [6], the energy 

levels and wave functions of molecular neutronic states can be engineered by the host nanocrystal’s size 

and shape. As the molecular neutronic state is similar to the electronic state in quantum dots [15], we call 

the system hosting such states “neutronic quantum dot” (NQD). 

  

Theory 

We use direct numerical calculations and the Green function formalism to demonstrate the existence of 

low-energy bound states and calculate the binding energy and eigenfunction of molecular neutronic states. 

The neutron moves in a nuclear force potential 𝑉𝑉(𝑟𝑟) = ∑ 𝑣𝑣𝑖𝑖(𝑟𝑟)𝑖𝑖 , where 𝑣𝑣𝑖𝑖(𝑟𝑟) is the potential of the 𝑖𝑖th 

nucleus located at 𝑅𝑅�⃗ 𝑖𝑖 (𝑖𝑖 = 1,2,⋯ ,𝑁𝑁 with N nuclei in the system). Solving for neutron states in the NQD 

encounters a multiscale challenge [16]: the nuclear force 𝑣𝑣𝑖𝑖 is localized to femtometer  length scale, while 

the interatomic distance 𝑅𝑅�⃗ 𝑖𝑖 − 𝑅𝑅�⃗𝑗𝑗 is in the length scale of Å, exhibiting a separation of 5 orders of magnitude. 

That makes it prohibitively difficult to directly discretize the quantum mechanics equation on a spatial grid. 

In order to bypass this problem, we use the Green function formalism to show that the concept of Fermi 

pseudo potential [17] used in neutron scattering can also be applied to the molecular neutronic states, which 

encodes the fm-scale features into the scattering length [11].  

 

The bound-state wavefunction 𝜓𝜓(𝑟𝑟) with an eigenenergy 𝐸𝐸 < 0 can be obtained from an integral equation 

[18] 

𝜓𝜓(𝑟𝑟) = −�
2𝑚𝑚n

ℏ2
𝑉𝑉(𝑟𝑟′)𝐺𝐺(𝑟𝑟, 𝑟𝑟′;𝐸𝐸)𝜓𝜓(𝑟𝑟′)𝑑𝑑𝑟𝑟′3  

over the single neutron Green function 𝐺𝐺(𝑟𝑟, 𝑟𝑟′;𝐸𝐸) = 𝑒𝑒−𝜅𝜅�𝑟𝑟��⃗ −𝑟𝑟��⃗
′�

4𝜋𝜋|𝑟𝑟−𝑟𝑟′|
 satisfying [𝜅𝜅2 − ∇2]𝐺𝐺(𝑟𝑟, 𝑟𝑟′;𝐸𝐸) = 𝛿𝛿(𝑟𝑟 − 𝑟𝑟′), 

with 𝜅𝜅 = �−2𝑚𝑚n𝐸𝐸/ℏ2, 𝑚𝑚n the neutron mass and ℏ the reduced Planck constant. As the support of 𝑉𝑉(𝑟𝑟) 

is localized to the nuclei positions, the integral can be rewritten as a sum of local integrals around each 

nucleus. Depending on whether 𝑟𝑟 is close to a nucleus, the integral equation (1) can be rewritten as 

(1) 

(2) 
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𝜓𝜓(𝑟𝑟) ≃

⎩
⎪
⎨

⎪
⎧ −�𝐺𝐺�𝑟𝑟,𝑅𝑅�⃗ 𝑖𝑖;𝐸𝐸��

2𝑚𝑚n𝑣𝑣𝑖𝑖(𝑟𝑟′)
ℏ2

𝜓𝜓(𝑟𝑟′)𝑑𝑑𝑟𝑟′3
Ωi𝑖𝑖

, (∀𝑖𝑖 �𝑟𝑟 − 𝑅𝑅�⃗ 𝑖𝑖� ≫ fm)

−�𝐺𝐺�𝑟𝑟,𝑅𝑅�⃗ 𝑖𝑖;𝐸𝐸��
2𝑚𝑚n𝑣𝑣𝑖𝑖(𝑟𝑟′)

ℏ2
𝜓𝜓(𝑟𝑟′)𝑑𝑑𝑟𝑟′3

Ωi𝑖𝑖≠𝑗𝑗

− � 𝐺𝐺(𝑟𝑟, 𝑟𝑟′;𝐸𝐸)
2𝑚𝑚n𝑣𝑣𝑗𝑗(𝑟𝑟′)

ℏ2
𝜓𝜓(𝑟𝑟′)𝑑𝑑𝑟𝑟′3

Ωj
, (�𝑟𝑟 − 𝑅𝑅�⃗𝑗𝑗�~fm)

 

Here Ω𝑖𝑖 is a spherical volume around the 𝑖𝑖th nucleus with a radius of the nuclear force range. In the first 

case, the position 𝑟𝑟 is far from all nuclei; in the second case, the position 𝑟𝑟 is ~fm close to 𝑅𝑅𝑗𝑗. For all nuclei 

𝑖𝑖 subject to �𝑟𝑟 − 𝑅𝑅�⃗ 𝑖𝑖� ≫fm, we applied the Green function approximation 𝐺𝐺(𝑟𝑟, 𝑟𝑟′;𝐸𝐸)|𝑟𝑟′∈Ω𝑖𝑖 ≃ 𝐺𝐺�𝑟𝑟,𝑅𝑅�⃗ 𝑖𝑖;𝐸𝐸�. 

The detailed behavior of the wavefunction around the nuclei (including fm-scale oscillations) is 

uninfluential to the Å-scale spatial distribution of low-energy neutron states [17]. Therefore, we coarse-

grain the wavefunction over an intermediate length scale fm << D << Å and we introduce the average 

wavefunction, 𝜓𝜓�(𝑟𝑟) ≡ 3
4𝜋𝜋𝐷𝐷3 ∫ 𝜓𝜓(𝑟𝑟′)𝑑𝑑𝑟𝑟′3|𝑟𝑟−𝑟𝑟′|<𝐷𝐷 . The nuclei’s influence on the average wave function can 

be described by the Fermi pseudo potential, 𝑣𝑣𝑖𝑖PP(𝑟𝑟) = 2𝜋𝜋ℏ2

𝑚𝑚n
Re[𝑏𝑏𝑖𝑖]𝛿𝛿𝐷𝐷(𝑟𝑟 − 𝑅𝑅�⃗ 𝑖𝑖) (with 𝛿𝛿𝐷𝐷(𝑟𝑟) = 3

4𝜋𝜋𝐷𝐷3
 if |𝑟𝑟| <

𝐷𝐷 and 0 elsewhere) [17], whose strength is characterized by the real part of the scattering length 𝑏𝑏𝑖𝑖 [11]. 

We prove (see supplementary information (SI) section Ⅰ for details) that the following equation of the 

average wavefunction can be derived by integrating Eq. (2): 

𝜓𝜓�(𝑟𝑟) ≃ − �
𝑒𝑒−𝜅𝜅�𝑟𝑟−𝑅𝑅�⃗ 𝑖𝑖�

�𝑟𝑟 − 𝑅𝑅�⃗ 𝑖𝑖�
Re[𝑏𝑏𝑖𝑖]𝜓𝜓��𝑅𝑅�⃗ 𝑖𝑖�

𝑖𝑖,�𝑟⃗𝑟−𝑅𝑅��⃗ 𝑖𝑖�≫fm

, 

where the second term in the second case of Eq. (2) is proved negligible after integration. The scattering 

length is more frequently used to describe low-energy (compared to MeV) neutron scattering, where the 

neutron state has a near-zero, positive energy. In our neutron bound state case, the neutron has a near-zero 

negative energy. The two situations share the same scattering length (see SI section Ⅰ for details). The 

average wavefunction at nucleus positions 𝑅𝑅�⃗ 𝑖𝑖, 𝜓𝜓�𝑖𝑖 ≡ 𝜓𝜓�(𝑅𝑅�⃗ 𝑖𝑖) can then be obtained by solving an eigenvalue 

problem 

𝜓𝜓�𝑖𝑖 + �
𝑒𝑒−𝜅𝜅|𝑅𝑅𝑖𝑖−𝑅𝑅𝑗𝑗|

|𝑅𝑅𝑖𝑖 − 𝑅𝑅𝑗𝑗|
Re[𝑏𝑏𝑗𝑗]𝜓𝜓�𝑗𝑗

𝑗𝑗≠𝑖𝑖

= 0, 

simultaneously determining the wavevector 𝜅𝜅 and the binding energy 𝐸𝐸𝑏𝑏 ≡
ℏ2𝜅𝜅2

2𝑚𝑚n
. The molecular neutronic 

state exists if and only if Eq. (4) has non-zero solution with 𝜅𝜅 > 0. Provided that a nucleus has a negative 

scattering length [11], the condition can be satisfied when the size and density of the nuclear cluster exceed 

a threshold, thus indicating the existence of a bound state. Because �𝑒𝑒
−𝜅𝜅𝑅𝑅𝑖𝑖𝑖𝑖

𝑅𝑅𝑖𝑖𝑖𝑖
Re[𝑏𝑏𝑗𝑗]� is far smaller than 1, the 

equation can be satisfied only when the summation is over a large number of nuclei, so that the second term 

can cancel the first term. Detailed derivation and numerical analysis are elaborated in the SI section Ⅰ.  

(3) 

(4) 
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Energy Level and Eigenfunction 

The existence of neutronic bound states thus requires negative scattering lengths, representing attractive 

forces to neutrons. Protons have a negative neutron scattering length with the largest magnitude among all 

isotopes when their nuclear spin is polarized opposite to the neutron [11]. Polarization of the nuclear spin 

of hydrogen nuclei can be achieved by various experimental techniques, including dynamic nuclear 

polarization (DNP) [19,20] and optical pumping [21]. In the following simulation, we assume all hydrogen 

nuclear spins in the nuclear cluster are polarized in the same direction. We use LiH nanocrystal (Fig. 1a), a 

widely studied hydrogen storage material [22-24], as an exemplary system to demonstrate the existence of 

weakly bound neutronic states by solving Eq. (4) numerically. The nanocrystalline quantum dot 

(nanocrystal) is assumed to have a spherical shape with a radius R of tens of nanometers [25,26]. Both Li 

and H have an attractive nuclear force with neutrons [26], creating the negative nuclear strong-force 

potential shown in Fig. 1b. The binding energy levels of bound states are then calculated as a function of 

the nanocrystal radius, as shown in Fig. 1c. The existence of bound states requires the nanocrystal radius R 

to be larger than a critical value, 13 nm in the LiH case. Intuitively, that is because confining neutrons in a 

smaller-R NQD requires higher wavenumbers and thus kinetic energy, which makes the overall energy 

positive, so the bound states can no longer exist. Larger R gives rise to multiple bound states with different 

symmetries (see Fig. 1d), whose binding energies all increase monotonically with R. The neutronic 𝑑𝑑 

orbitals of LiH NQD split into 𝑡𝑡2𝑔𝑔 (the 1d (*3, meaning 3-fold degeneracy) curve) and 𝑒𝑒𝑔𝑔∗ orbitals (the 1d 

(*2) curve) because the cubic lattice breaks the SO(3) symmetry of the spherically shaped nanocrystal [27]. 

The eigenfunctions corresponding to the first two energy levels, 1s and 1p, are plotted in Fig. 1d. These 

neutronic eigenfunctions cover the whole nanocrystal and extend tens of nanometers into the vacuum. 

Moreover, the bound states and their transition frequencies can be engineered by the size and shape of the 

nanocrystal, providing additional tunability in quantum applications.  

 

The binding energies of the molecular neutronic states depend on the size and dimensionality of the 

nanocrystal. The Γ-point neutron bound-state energy levels in the zero-dimensional LiH nanoparticle, one-

dimensional LiH nanowire, and two-dimensional LiH thin film are shown in Fig. 2(a,b,c), respectively. 

Multiple μeV-level bound states exist and exhibit stronger binding for larger system sizes (diameter for 

nanoparticle and nanowire, thickness for thin film) in all three systems. Systems with higher dimensions 

have a smaller minimal size to host a bound state and approach stronger binding at the same system size. 

Different from the nanoparticle, the thin film with arbitrarily small thickness hosts bound states. That means 

the neutron bound state can exist in two-dimensional systems with atomic-scale thickness. The neutron 

bound states around the Γ point in three-dimensional LiH perfect crystal have a parabolic band dispersion, 
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as shown in Fig. 2d. The band structure is calculated by both Eq. (4) and plane wave basis expansion, 

showing consistent results. The Γ-point energy level is -0.33 μeV, which is the lower bound of the neutron 

energy levels in LiH. In the nanowire and thin film (Fig. 2(e,f)), the bound state energy band splits into a 

series of sub-bands due to the quantum confinement effect, showing the same behavior with electron band 

structures in low-dimensional structures. 

 

Being spin-1/2 Fermions like electrons, the many-neutron wavefunction Ψ(𝐱𝐱n1 , 𝐱𝐱n2 ,...,𝐱𝐱n𝑁𝑁) of N identical 

neutrons, with 𝐱𝐱n𝑖𝑖  labeling both the position and spin of a neutron, must satisfy 

Ψ(.. ,  𝐱𝐱n𝑖𝑖 ,..., 𝐱𝐱n
𝑗𝑗 , . . ) =  −Ψ(.. ,  𝐱𝐱n

𝑗𝑗 ,..., 𝐱𝐱n𝑖𝑖 , . . ) .  The independent particle picture, an approximation of 

Ψ(𝐱𝐱n1 , 𝐱𝐱n2,...,𝐱𝐱n𝑁𝑁), suggests that neutrons can fill up the NQD states, in a “neutronic shell model” akin to the 

electronic shell in molecules, with the single-particle energy and degeneracy illustrated in Fig. 1c and Fig. 

2.  The ground-state wavefunction is thus approximated by a Slater determinant of the N lowest-energy 

NQD spin-orbital states. With the QD size increasing to infinity, turning the nanostructure into a bulk 

material, we have computed that if all the bound states are occupied by neutrons all the way to E=0-, there 

will be a maximal mass gain of the LiH by 6.8 × 10−6 %  (68 ppb) that should be measurable 

experimentally. Also, unlike electrons, the neutron-neutron interaction between these delocalized NQD 

spin-orbitals is rather weak, thus the many-neutron quantum state may be a good approximation of the non-

interacting limit of a many-Fermion system and have some unique characteristics as a quantum information 

platform.  

 

Neutron Absorption Lifetime  

The neutron bound states trapped in materials are intrinsically unstable because of materials’ neutron 

absorption [28]. Besides binding energy, the lifetime is also an important feature to characterize the neutron 

bound state. Although neutrons interact weakly with the environment, their lifetimes are limited by the 

neutron absorption of H and Li nuclei, that is, the probability that the weakly bound neutron is finally 

absorbed by H or Li to form D or 7Li. For a given material (infinite crystal), we define the ground-state 

binding energy as 𝐸𝐸b∗ and the ground-state neutron absorption lifetime as 𝑇𝑇∗. They can be calculated as 

materials properties: 

𝐸𝐸𝑏𝑏∗ = −
2𝜋𝜋ℏ2

𝑚𝑚𝑛𝑛Ω
�𝑛𝑛𝑖𝑖Re[𝑏𝑏𝑖𝑖]
𝑖𝑖

 

1
𝑇𝑇∗

= lim
𝐸𝐸𝑘𝑘→0

1
Ω
�𝑛𝑛𝑖𝑖𝜎𝜎a𝑖𝑖(𝐸𝐸𝑘𝑘)�

2𝐸𝐸𝑘𝑘
𝑚𝑚n𝑖𝑖

 (5) 
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where Ω is the unit cell volume, 𝑛𝑛𝑖𝑖 , 𝑏𝑏𝑖𝑖 , and 𝜎𝜎a𝑖𝑖(𝐸𝐸𝑘𝑘) are the number of 𝑖𝑖-type atoms in a unit cell, their 

scattering length, and neutron absorption cross section for neutron with a kinetic energy of 𝐸𝐸𝑘𝑘. Finite-size 

nanocrystal gives smaller binding energy 𝐸𝐸b and longer neutron absorption lifetime 𝑇𝑇, but their product is 

bounded by an inequality (see SI part Ⅱ for derivations): 

𝐸𝐸b𝑇𝑇 ≤ 𝐸𝐸b∗𝑇𝑇∗ = −
ℏ
2

Im[∑ 𝑛𝑛𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖 ]
Re[∑ 𝑛𝑛𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖 ]

 

showing that increasing the neutron absorption lifetime inevitably leads to a decrease in binding energy 

within the same material. 

 

The 𝐸𝐸b∗ and 𝑇𝑇∗ of different crystals are shown in Fig. 2, where the gray dots list all non-radioactive stable 

crystal structures from the Materials Project database that contain hydrogen and can host bound states [29]. 

The binding energies are at the level of μeV, corresponding to a required milli-kelvin-level temperature, 

that is already realizable in the present ultracold neutron technology [30]. The lifetime is at the level of 

0.1~1 ms. In general, there is a trade-off between binding energy and lifetime. Materials satisfying Pareto 

optimality [31] (that means no material simultaneously has larger binding energy and longer lifetime than 

each selected material) are labeled by the blue points in Fig. 2, forming a frontier curve of possible (𝐸𝐸b∗,𝑇𝑇∗) 

combinations. A series of common hydrogen storage nanomaterials [32], including MgH2 (0.27 μeV, 0.19 

ms) and LiBH4 (0.27 μeV, 0.19 ms) also exhibit reasonably high 𝐸𝐸b∗ and 𝑇𝑇∗. 

 

Quantum Control 

Besides the ground-state properties of the molecular neutronic states, it is also interesting to explore 

methods to control the transition between the ground and excited states. The neutronic states have a weak 

coupling to external electromagnetic fields due to the charge neutrality of neutrons. Although such a weak 

coupling makes it difficult to apply direct microwave control protocols to transition between different 

neutronic states, we propose methods to manipulate the states through indirect coupling. As the neutron 

bound states are sensitive to the nuclide positions, which in turn are sensitive to electromagnetic waves if 

the QD is charged, they can be indirectly controlled by microwave driving through nuclear force 

interactions. We take the LiH nanocrystal 1s and 1p neutronic states in Fig. 1d as an example to illustrate 

allowed dipole transition, as they can be used as the two states of a qubit controlled by microwave. The 

direct Zeeman interaction of a neutron spin with the microwave’s magnetic field is as weak as 10 kHz under 

a typical experimental condition with B ~ 10 Gauss (for example, a 10 Gauss magnetic field shown in Ref. 

[33]). The corresponding Rabi oscillation time period is as long as the lifetime of neutron bound states, 

making microwave control through the magnetic field difficult. To achieve a strong driving, we instead 

propose to use an electric field, as shown in Fig. 3a. The nanocrystal is electrostatically charged by the 

(6) 
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standard charging methods [34,35], i.e. tuning the redox voltage so the net number of electrons does not 

balance the net nuclear charge, to a voltage of the order of magnitude of 1 V. The electric field of the 

microwave would then drive an oscillatory translation of the nanocrystal with net monopolar charge 𝑞𝑞 ≠ 0 

and mass M, as in a driven oscillator model (off-resonance) [36].  Since the neutronic state is aware of the 

translation of the center-of-mass of the nanoparticle, this controls the time-dependent Hamiltonian for the 

neutron parametrically and thus can drive the Rabi oscillation of a neutron between two bound states.  

 

The Rabi frequency of a neutron between bound state i and j is (see SI part Ⅲ for derivation): 

Ω𝑖𝑖𝑖𝑖 =
𝑞𝑞𝑚𝑚n

𝑀𝑀ℏ
𝜔𝜔𝑖𝑖𝑖𝑖

𝜔𝜔
𝐸𝐸�⃗ ⋅ �𝜓𝜓�𝑖𝑖∗(𝑟𝑟)𝑟𝑟𝜓𝜓�𝑗𝑗(𝑟𝑟′)𝑑𝑑𝑑𝑑 

where 𝜔𝜔 and 𝜔𝜔𝑖𝑖𝑖𝑖 are the microwave frequency and resonance frequency of the transition, 𝐸𝐸�⃗  is the electric 

amplitude vector of the microwave. Initializing a neutron in the 1s state, the Rabi oscillation of the average 

neutron numbers in 1s and 1p states is shown in Fig. 3b. The Rabi oscillation is 2~3 orders of magnitude 

faster than its decay (here we only consider the decay from neutron absorption), allowing a pulse sequence 

of microwave control applied to the neutron qubit. Each pair of bound states following the selection rule of 

electric dipole transition has a transition matrix element, and the Rabi frequencies are generally on the order 

of magnitude of MHz with typical electric field intensity in experiments of kV/cm (for example, Ref. [37] 

applies an electric field of 3 kV/cm, and Ref. [38] applies a stronger electric field up to 500 kV/cm), as 

shown in Fig. 3c. The Rabi frequency has a negative relation with the nanocrystal radius, providing strong 

coupling between 1s and 1p states up to 5 MHz (Fig. 3d).  

 

The above-studied neutron bound-state to bound-state transitions are mediated by microwave coupling to 

the mass of a charged quantum dot (the neutron does not couple directly to an electric field, but is coupled 

to the nuclide mass distribution of the quantum dot).  It is also possible to excite a neutron bound-state to 

an unbound continuum scattering state by microwave, using the same principle.  The ability to “launch” 

bound neutrons to a specific momentum state controlled by the microwave frequency, polarization, and the 

detailed morphology of the quantum dot may open new avenues for precision control of individual neutrons. 

 

Conclusion and Outlook 

In this work, we demonstrated with analytical models and numerical calculations that hydride nanoparticles 

can host neutron bound states with ~𝜇𝜇eV binding energy, tens of nanometers extent, and ~ms lifetime. The 

weakly bound neutron state can be controlled by the electric field of a microwave with a Rabi frequency of 

~MHz, to explore existing excited states. To trap neutrons into 𝜇𝜇eV bound states in experiments, the incident 

neutrons need to be cooled to milli-Kelvin temperature, which can be realized in the ultracold neutron (UCN) 

(7) 
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source [30]. The nuclear spins of hydrogens in the nanoparticle need to be polarized, which can be realized 

by the DNP technique. The NQD in a UCN bottle can be initialized to its ground state using a microwave 

with a frequency higher than the 1p state binding energy but lower than the 1s state binding energy. The 

microwave can deplete the neutron in excited states, and the ground states NQDs will accumulate. The 

population of NQDs in different molecular neutronic states can be read out by the same microwave pulse 

and counting the outgoing neutrons. That gives the population of neutrons in the excited states. The tens of 

nanometers spatial extent of the neutron bound states provides possibilities to have multi-qubit interaction. 

In comparison to the long-range electromagnetic interactions in Rydberg atom platforms generated by 

electrical dipole-dipole interactions [39], the effective interactions between two quantum particles in NQDs 

are generated by the wavefunction overlap. The system we propose with feasible state preparation and 

control opens up the possibility of exploring fundamental physics such as characterizing the strong nuclear 

interaction with high precision and exploring the quantum statistics of different particles, as well as 

developing certain quantum information processing applications [40].  
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Figure 1: (a) Illustration of cold neutron bound states in 30 nm-radius LiH spherical nanocrystal. (b) Atomic 
structure (top) and nuclear force potential (bottom) of neutrons in LiH at zero temperature, where the 
hydrogen nuclear spins are fully polarized in an opposite direction with the neutrons. The nuclear force 
potential is smeared by the zero-point vibrations of nuclides to become a sum of picometer-lengthscale 
Gaussians and visualized on the (100) canyon plane. (c) Binding energies of molecular neutronic states as 
a function of nanocrystal radius. The energy levels are denoted as 1s, 1p (3-fold degeneracy), 1d (*2, 2-fold 
degeneracy), 1d (*3, 3-fold degeneracy), and 2s from low to high. (d) Real part of the average eigenfunction 
𝜓𝜓�(𝑟𝑟) of 1s and 1p states when R = 30 nm plotted on a plane across the center of the sphere. 
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Figure 2: Neutron bound states in nanostructures with different dimensionality. Bound energy 
levels in LiH (a) zero-dimensional spherical nanoparticles, (b) one-dimensional cylindrical 
nanowire, and (c) two-dimensional thin film at  point as a function of the diameter of the 
nanoparticle, nanowire, and thickness of the thin film. (d) Neutron bound states band structure in 
perfect LiH crystal using Eq. (3) and a plane wave basis expansion method. (e) Neutron band 
structure in the 80 nm-diameter spherical nanowire and (f) 100 nm-thickness thin film. Throughout 
this figure, we assume hydrogen nuclear spins are fully polarized. 
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Figure 3: Binding energy 𝐸𝐸b∗ and lifetime  of molecular neutronic states in different perfect hydride 
crystals at zero temperature. The crystals are selected from 10,409 hydride systems from the materials 
project database, and crystals satisfying Pareto optimality with respect to exhibiting large binding energy 
and lifetime are denoted as blue squares.  
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Figure 4: (a) Microwave control of neutron bound states in nanocrystals. The electric field of the microwave 
in resonance with 1s to 1p transition drives oscillations of charged nanocrystals and neutron states. (b) Rabi 
oscillation of neutronic 1s and 1p states (R = 40 nm, E = 1 kV/cm, VLiH = 1 V). The average population of 
neutrons in the 1s state (𝑛𝑛𝑠𝑠) and 1p state (𝑛𝑛𝑝𝑝) is plotted as a function of time. (c) Rabi frequency of different 
transitions as a function of microwave electric field (R = 40 nm, E = 1 kV/cm, VLiH = 1 V). (d) Rabi 
frequency of 1s to 1p transition as a function of nanocrystal radius and electric field (VLiH = 1 V). 
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