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Abstract Earlier GCM studies have expressed the con-
cern that an enhancement of greenhouse warming might
increase the occurrence of summer droughts in mid-lat-
itudes, especially in southern Europe and central North
America. This could represent a severe threat for agri-
culture in the regions concerned, where summer is the
main growing season. These predictions must however
be considered as uncertain, since most studies featuring
enhanced summer dryness in mid-latitudes use very
simple representations of the land-surface processes
(‘‘bucket’’ models), despite their key importance for the
issue considered. The current study uses a regional cli-
mate model including a land-surface scheme of inter-
mediate complexity to investigate the sensitivity of the
summer climate to enhanced greenhouse warming over
the American Midwest. A surrogate climate change
scenario is used for the simulation of a warmer climate.
The control runs are driven at the lateral boundaries and
the sea surface by reanalysis data and observations, re-
spectively. The warmer climate experiments are forced
by a modified set of initial and lateral boundary condi-
tions. The modifications consist of a uniform 3 K tem-
perature increase and an attendant increase of specific
humidity (unchanged relative humidity). This strategy
maintains a similar dynamical forcing in the warmer
climate experiments, thus allowing to investigate ther-
modynamical impacts of climate change in comparative
isolation. The atmospheric CO2 concentration of the
sensitivity experiments is set to four times its pre-in-

dustrial value. The simulations are conducted from
March 15 to October 1st, for 4 years corresponding to
drought (1988), normal (1986, 1990) and flood (1993)
conditions. The numerical experiments do not present
any great enhancement of summer drying under warmer
climatic conditions. First, the overall changes in the
hydrological cycle (especially evapotranspiration) are of
small magnitude despite the strong forcing applied.
Second, precipitation increases in spring lead to higher
soil water recharge during this season, compensating for
the enhanced soil moisture depletion occurring later in
the year. Additional simulations replacing the plant
control on transpiration with a bucket-type formulation
presented increased soil drying in 1988, the drought
year. This suggests that vegetation control on transpi-
ration might play an important part in counteracting an
enhancement of summer drying when soil water gets
limited. Though further aspects of this issue would need
investigating, our results underline the importance of
land-surface processes in climate integrations and sug-
gest that the risk of enhanced summer dryness in the
region studied might be less acute than previously as-
sumed, provided the North American general circulation
does not change markedly with global warming.

1 Introduction

Earlier numerical studies with general circulation models
(GCMs) have expressed the concern that rising concen-
trations of carbon dioxide and other greenhouse gases
might increase the occurrence of summer droughts in
mid-latitudes (e.g. Manabe et al. 1981; Wetherald and
Manabe 1995, 1999). This could represent a severe threat
for the agriculture of the regions concerned, where
summer is the main growing season. The regions which
might particularly be affected are southern Europe and
central North America (e.g. Kattenberg et al. 1996). In
this study we focus on the American Midwest, one of the
agriculturally most productive areas in the world.
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The responsible mechanism was inferred by Wether-
ald and Manabe (1995; hereafter referred to as WM95).
According to their analysis, enhanced greenhouse gas
forcing leads to an increase in net surface radiation,
which is primarily balanced by latent rather than sensi-
ble heat flux in the equatorward side of the mid-latitude
rain belt (45�N–60�N). The increase in evapotranspira-
tion accumulates during late spring and summer so as to
deplete soil moisture. Towards late summer soil mois-
ture becomes so low that evapotranspiration cannot
increase any further, leading to an increase in sensible
heat flux and an additional enhancement of surface
temperature. Extra precipitation that occurs in winter
and spring is unable to correct for this development, as
the soil in the control and enhanced-CO2 experiments is
generally close to saturation at this time; this ensures
that much of the extra precipitation occurring in the
enhanced-CO2 integrations is not stored in the soil but
lost to runoff. Later increases in evapotranspiration can
therefore not be counterbalanced.

In agreement with these hypotheses, various GCM
studies feature enhanced summer dryness in mid-lati-
tudes under increased atmospheric CO2 concentrations
(e.g. Rind et al. 1990; Kattenberg et al. 1996; Gregory
et al. 1997; Cubasch et al. 2001). Transient climate
change experiments accounting for future changes in
aerosol concentrations yield a somewhat delayed
response but qualitatively similar results (Wetherald and
Manabe 1999). Accordingly, the enhanced occurrence of
summer drought in mid-latitudes, though not confirmed
by observations up to now, is generally considered a
likely (Cubasch et al. 2001) or very likely (Easterling et
al. 2000) future consequence of climate change.

However, the simulation of the summer hydrological
cycle over extratropical land-masses is a highly sensitive
issue. Even with current atmospheric greenhouse gas
concentrations, many models have a mild or even strong
summer drying. This problem affects free GCM simula-
tions with prescribed sea surface temperatures (e.g. Wild
et al. 1996), regional climate models driven by observed
lateral boundary conditions (e.g. Machenhauer et al.
1998), and even weather forecasting models (Betts et al.
1996). Substantial research was devoted to clarify the
source of this problem, which proves a difficult task as
many model aspects appear relevant (radiation, clouds,
convective precipitation, land-surface processes). For the
ECHAM3 atmospheric GCM, Wild et al. (1995, 1996)
identified excessive solar radiation as one of the key
problems, and demonstrated how improving the respec-
tive parametrization did largely reduce summer dryness.
Another possible source of the summer dryness problem
within simulations of the present climate is in the para-
metrization of convective clouds and their interaction
with evapotranspiration. Dry soils can promote a re-
duction of convective precipitation, and this feedback
may further amplify soil moisture loss. The underlying
feedback is known to be sensitive to a wide range of
processes, including cloud-radiation interaction (Findell
and Eltahir 1997; Schär et al. 1999; Heck et al. 2001).

Finally, as pointed out by Kattenberg et al. (1996),
most climate change studies featuring enhanced summer
dryness use very simple representations of the land
surface (‘‘bucket’’ models; see Manabe 1969). The
bucket model is known to overestimate evaporation over
bare ground and for dry conditions over vegetated areas
(Viterbo 1996). It does also overestimate daytime evap-
oration when energy and soil moisture are available
(Dickinson and Henderson-Sellers 1988; Henderson-
Sellers et al. 1996). These characteristics may exaggerate
summer dryness in climate change experiments em-
ploying a bucket parametrization of the land-surface
hydrology (Gates et al. 1996; Kattenberg et al. 1996). In
contrast, Déqué et al. (1998), who use a more sophisti-
cated land-surface parametrization in climate change
simulations with a variable resolution GCM, find only
little climate change impact upon soil moisture over
Europe. It is thus desirable to investigate this issue with
models that include realistic representations of the
shortwave radiation, precipitation and land-surface
processes.

Here we use a regional climate model (RCM) with a
land-surface scheme of intermediate complexity (the
Biosphere–Atmosphere Transfer Scheme BATS, see
Dickinson et al. 1993), to investigate this issue over the
Midwestern United States. We use the methodology of
surrogate climate scenario proposed by Schär et al.
(1996) for the simulation of warmer climatic conditions.
The procedure is distinct from GCM-based climate
change scenarios. The control (CTL) simulations are
initialized and driven at their lateral and sea surface
boundaries by observations and reanalysis data. The
warm climate scenario investigates a hypothetical cli-
mate state with enhanced air and surface temperature,
unchanged relative humidity and increased CO2 con-
centrations. The methodology consists of driving the
warm climate experiments (WARM) by a modified set of
initial and lateral boundary conditions characterized by
a uniform warming of 3 K and an attendent shift in
absolute humidity (consistent with unchanged relative
humidity). In essence, the driving fields of the WARM
and CTL simulations are dynamically identical, but
characterized by shifts in temperature and absolute hu-
midity. The two scenarios may therefore be associated
with different hydrological cycles within the model do-
main, while presenting similar synoptic patterns. This
methodology is well suited to investigate a complex loop
of physical feedback processes, since ambiguities due to
different synoptic settings are minimized by design. The
simulations are conducted over the contiguous United
States for the springs and summers of four years, rep-
resenting drought (1988), normal (1986, 1990), and flood
(1993) conditions.

2 Model description

The present experiments are performed with a modified version of
the National Center for Atmospheric Research’s Regional Climate
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Model (RegCM); a detailed description of the NCAR RegCM can
be found in Giorgi et al. (1993a, b) and Giorgi and Mearns (1999).
Here we briefly summarize the main features of the model em-
ployed.

RegCM is built upon the NCAR-Pennsylvania State University
(NCAR-PSU) Mesoscale Model version 4 (MM4; Anthes et al.
1987). It is a hydrostatic primitive equation model in rp vertical
coordinates. Here rp = (p – ptop)/(ps – ptop), where p is pressure, ptop
is the pressure specified at the top of the model, and ps is the
prognostic surface pressure. For our experiments, ptop is 50 mbar
and 14 levels in the vertical are specified.

Large-scale clouds and precipitation are represented using
the sub-grid explicit moisture scheme (SUBEX) developed by Pal
et al. (2000). Cumulus convection is represented using the Grell
parametrization (Grell 1993; Grell et al. 1994) in which the
Fritsch-Chappell closure assumption (Fritsch and Chappell 1980)
is implemented. The atmospheric radiative transfer computations
are performed using the formulation from NCAR’s Community
Climate Model version 3 (CCM3; Kiehl et al. 1998) with the
inclusion of an additional routine accounting for changes in the
concentrations of trace gases (E.E. Small, personal communica-
tion 1998). The planetary boundary layer computations are
performed using the non-local formulation of Holtslag et al.
(1990).

The Biosphere–Atmosphere Transfer Scheme version 1e
(BATS1e; Dickinson et al. 1993) is used for the surface physics
calculations. BATS describes the exchange of heat, moisture and
momentum between the atmosphere and the land surface. It
comprises one vegetation canopy layer, three soil layers and one
snow layer. The soil layers comprise a 10 cm surface layer, a 1, 1.5
or 2 m root zone (depending on the vegetation type), and a 3 m
deep soil layer; all layers start from the surface, i.e. the deep soil
layer includes both the root layer and the surface layer, and the
root layer includes the surface layer.

Evapotranspiration over land in BATS originates from three
sources: bare soil evaporation from the top soil layer, transpiration
from the root zone (dry leaves), and potential evaporation from the
interception layer (wet leaves). Transpiration (ETR) is by far the
largest of the three terms in mid-latitude spring and summer. It is
expressed as follows: ETR ¼ rla

rlaþrs
Epot; where rla is the aerodynamic

resistance to moisture and heat transfer through the boundary layer

at the foliage surface, rs is the stomatal resistance, and Epot is the
potential evaporation.

The stomatal resistance rs is the resistance of foliage to water
vapour transfer. BATS follows the Jarvis-type approach (Jarvis
1976) for its computation: rs = rsminRfSfMfVf, where the factors Rf,
Sf, Mf and Vf give the dependence of rs on solar radiation, seasonal
temperature evolution, moisture content and vapor pressure deficit,
respectively. Under stress-free conditions, all four factors are equal
to 1 and rs is equal to the minimum stomatal resistance rsmin. An
upper limit, rsmax, is also specified.

Transpiration is further limited in BATS by the root resistance
to water uptake. A maximum transpiration rate ETRmax is defined
using a non-linear function of the soil water content.

A modification used in the present model version is a revised
specification of minimum stomatal resistance based on the existing
literature. BATS specifies rsmin values of 120 s/m for crops, 150 s/m
for evergreen broadleef trees, and 200 s/m for all other land cover/
vegetation types (including forests and grasslands). These values
appear to be too high in view of observations (e.g. Rowntree 1991),
results from back-interpolation studies (Dorman and Sellers 1989)
or typical modelling applications (e.g. Jacquemin and Noilhan
1990). Here, we use new specifications of rsmin of 40 s/m for crops
and 80 s/m for all other vegetation types. These values appear to be
closer to the aforementioned estimates and observations. The
control and sensitivity experiments were conducted for both set-
tings of rsmin. The modification shows little impact on the control
integrations, except in 1993 where it leads to a better prediction of
the Midwestern flood, and the impact on the sensitivity experiments
is small as well.

3 Design of numerical experiments

A summary of the experiments performed can be found
in Table 1. The control and sensitivity experiments are
initialized on March 15 for each of the following years:
1986, 1988, 1990, and 1993. The runs are integrated
until October 1st, i.e. for a period of 200 days (6 1/2
months).

Table 1 CTL, WARM, BUCKTRA_CTL, BUCKTRA_WARM, and NOCO2 experiments

Experiments Initial and boundary fields Atmospheric
CO2

Transpiration
parametrization

Air
temperature

Sea surface
temperature

Relative
humidity

Other
fieldsa

CTL86 TA86 SST86 RH86 INBC86 348 ppmv BATS
CTL88 TA88 SST88 RH88 INBC88 351 ppmv
CTL90 TA90 SST90 RH90 INBC90 354 ppmv
CTL93 TA93 SST93 RH93 INBC93 359 ppmv
WARM86 TA86+3K SST86+3K RH86 INBC86 1120 ppmv BATS
WARM88 TA88+3K SST88+3K RH88 INBC88 1120 ppmv
WARM90 TA90+3K SST90+3K RH90 INBC90 1120 ppmv
WARM93 TA93+3K SST93+3K RH93 INBC93 1120 ppmv
BUCKTRA_CTL86 TA86 SST86 RH86 INBC86 348 ppmv Bucket-type
BUCKTRA_CTL88 TA88 SST88 RH88 INBC88 351 ppmv
BUCKTRA_CTL90 TA90 SST90 RH90 INBC90 354 ppmv
BUCKTRA_CTL93 TA93 SST93 RH93 INBC93 359 ppmv
BUCKTRA_WARM86 TA86+3K SST86+3K RH86 INBC86 1120 ppmv Bucket-type
BUCKTRA_WARM88 TA88+3K SST88+3K RH88 INBC88 1120 ppmv
BUCKTRA_WARM90 TA90+3K SST90+3K RH90 INBC90 1120 ppmv
BUCKTRA_WARM93 TA93+3K SST93+3K RH93 INBC93 1120 ppmv
NOCO286 TA86+3K SST86+3K RH86 INBC86 348 ppmv BATS
NOCO288 TA88+3K SST88+3K RH88 INBC88 351 ppmv
NOCO290 TA90+3K SST90+3K RH90 INBC90 354 ppmv
NOCO293 TA93+3K SST93+3K RH93 INBC93 359 ppmv

aThe other initial and boundary fields (INBC) are the wind components, surface pressure, and soil moisture
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The chosen years cover a wide range of historical
hydrological situations over the American Midwest.
While 1986 and 1990 can be considered ‘‘normal’’ years,
1988 was characterized by the warmest and driest sum-
mer experienced in the United States since 1936 (e.g.
Ropelewski 1988), and the 1993 summer flooding over
the American Midwest was one of the most devastating
floods in modern history (e.g. Kunkel et al. 1994). The
very different conditions which prevailed during these
four years are for instance apparent from the top soil
moisture (Fig. 1) and precipitation observations
(Fig. 2).

The model domain covers all of the contiguous
United States and parts of Canada and Mexico (see
Fig. 3). The grid is defined on a rotated Mercator map
projection. The domain is centred at 37.581�N and
95�W, and the origin of the map projection is rotated to
40�N and 95�W. It comprises 129EW · 80NS grid
points, with a horizontal grid spacing of 55.6 km (ap-
proximately half a degree). The region of focus for the
analysis is the American Midwest (outlined in Fig. 3).

3.1 Control experiments

The control simulations for 1986, 1988, 1990, and 1993
(hereafter CTL86, CTL88, CTL90, and CTL93) are
initialized and driven at their sea surface and lateral
boundaries by observations and reanalysis data,
respectively.

The initial and boundary conditions for wind, tem-
perature, surface pressure, and water vapour are taken
from the National Center for Environmental Predic-
tion’s (NCEP) reanalysis data. The sea surface temper-
atures (SST) are taken from the United Kingdom

Meterological Office (UKMO) SST dataset. The soil
moisture dataset used to initialize the experiments
(hereafter PE01) is described in Pal and Eltahir (2001). It
is a merged dataset combining data from the Illinois
State Water Survey (Hollinger and Isard 1994), a US
derived soil moisture dataset (Huang et al. 1996), and a
climatology based on vegetation types. The lateral
boundaries are employed using a relaxation technique
described in Davies and Turner (1977).

The atmospheric CO2 concentrations of the control
runs are set to the historical value of the respective
simulation year; the values for 1986, 1988, 1990, and
1993 range between 350 and 360 ppmv (see Table 1).

3.2 WARM experiments

A surrogate climate change scenario following the
methodology proposed by Schär et al. (1996) is used for
the simulation of a warmer climate. The warm climate
simulations for 1986, 1988, 1990, and 1993 (hereafter
WARM86, WARM88, WARM90, and WARM93) are
driven with the initial and boundary fields of the control
runs, modified so that the atmospheric and sea surface
temperatures are increased uniformly by 3 K, while the
relative humidity remains unchanged (all other initial
and boundary fields are identical for both sets of simu-
lations). This modification results in a substantial in-
crease of the specific humidity (approximately +21%
for a temperature increase of +3 K), and retains the
system’s characteristic dynamic and thermodynamic
balances (Schär et al. 1996; Frei et al. 1998).

The atmospheric CO2 concentration of the WARM
simulations is set to four times its pre-industrial value
(280 ppmv), i.e. 1120 ppmv. Thus the atmospheric CO2

concentration of the WARM experiments is equal to
about three times the concentration of the control runs
(see Table 1).

We chose a particularly strong forcing in order to
increase the ‘‘signal-to-noise ratio’’ in our experiments.
This also allows a better comparison with the experi-
ments of WM95, who use an even larger CO2 forcing
(300 ppmv in the control integrations and 1200 ppmv in
the enhanced-CO2 experiments). Their simulations also
display a much larger warming than the temperature
forcing applied in the present simulations (about +8 K
increase in surface air temperature in global average).
This should be kept in mind when comparing the results
of these two studies.

The chosen procedure is useful for identifying key
mechanisms induced by warmer climatic conditions, but
also entails some limitations. In particular, the design of
the experiments implies that the control and warmer
climate integrations are characterized by similar synop-
tic climatologies. In reality, one expects that global
warming will be associated with possibly significant
changes in the location and amplitude of the storm
tracks (e.g. Cubasch et al. 2001); that may in turn affect
the frequency of droughts and floods (e.g. Mo et al.

Fig. 1 Illinois State Water Survey monthly averaged relative soil
moisture content from 0 to 10 cm for 1981 to 1993: 1988 (solid line
with triangles); 1993 (solid line with squares); remaining years
(dotted lines); average over all years (dashed line with asterisks).
Data from Hollinger and Isard (1994)
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1997). We should however emphasize that the experi-
ments are only constrained by the initial conditions and
at the boundaries; since the model domain is fairly large,
the simulations can still develop diverging circulation
patterns in the interior. The idealized set-up of the
WARM experiments nevertheless implies that they
should not be viewed as predictions, but as an investi-
gation of the thermodynamic climate change effects
upon the mid-latitude summer climate.

3.3 BUCKTRA experiments

In order to assess the extent to which the land-surface
parametrization is responsible for the sensitivity of the
WARM experiments, additional integrations are con-
ducted with a bucket-type formulation of transpiration.
These sets of experiments will be referred to as
BUCKTRA_CTL and BUCKTRA_WARM (see Ta-
ble 1).

The bucket model (Manabe 1969) computes evapo-
ration as E = bEpot, where b, the ‘‘evaporative factor’’

(Budyko 1974), is a function of the soil moisture content
only and where Epot denotes the potential evaporation.
The b factor varies linearly between 0 and 1 and is de-
fined as b ¼ W

Wk
; where W is the actual soil moisture

content and Wk is the soil moisture content at which
total evaporation is no longer considered to be limited
by soil moisture availability. Manabe (1969) uses WK =
0.75 WFC, where WFC is the field capacity.

In order to simulate a bucket-type behaviour of
transpiration in BATS, the following two modifications
are performed in the BUCKTRA experiments:

1. In BATS, transpiration (ETR) is defined as:
ETR ¼ rla

rlaþrs
Epot; (see Sect. 2). In the BUCKTRA sim-

ulations, the term rla
rlaþrs

is replaced by a b evaporative
factor defined in the following manner: b ¼ W�WPWP

Wk�WPWP
;

with 0 £ b £ 1, whereW is the soil moisture content,
Wk is 0.75 times the field capacity, and WPWP is the
soil moisture content at the plant wilting point.

2. The upper limit for transpiration ETRmax, which
represents the impact of root resistance on the plant
water uptake (see Sect. 2), is suppressed.

Fig. 2 Rainfall anomalies (mm/day) for July 1986, 1988, 1990, and 1993 over the American Midwest as derived from the USHCN data
set (Karl et al. 1990) relative to a climatological value based on 16 years of observations (1980–1996). A weak spatial smoothing has been
applied for display purposes. Shading occurs above and below anomalies of 2 mm/day
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These modifications replace the control imposed by
stomatal and root resistances on transpiration by a
single factor, depending on the soil moisture content
only. Note that the BUCKTRA simulations still include
bare soil evaporation and potential evaporation from
the interception storage, which are considered of minor
importance for the present comparisons. The role of
further significant differences between the bucket model
and the BATS land-surface scheme, such as the available
water capacity or the treatment of runoff and ground-
water drainage, are not investigated here, but might also
be relevant to the issue.

3.4 NOCO2 experiments

In order to quantify the relative impact of the local in-
crease in atmospheric CO2 concentration versus the
thermodynamic modifications in the WARM experi-
ments, additional simulations are conducted including
the thermodynamic modifications only (warming of air
temperature and SST by 3 K with unchanged relative
humidity). This set of experiments uses the present-day
values of the CO2 concentrations and will be referred to
as NOCO2 (see Table 1 for a summary).

4 Control integrations

The validation of the control integrations is kept short,
since the employed model version has been extensively
validated in a similar setup by Pal (2001). In this sec-
tion we focus therefore on the validation of precipita-
tion against observations from the United States
Historical Climate Network data set (USHCN; Karl
et al. 1990) and on the comparison of the simulated
evolution of evapotranspiration over the state of

Illinois with estimates based on observational data
(Yeh et al. 1998).

Figure 4 shows the temporal evolution of simulated
precipitation over the Midwest for the extreme years
(1988 and 1993) and the average of the four years. The
model is able to capture the interannual variability of
precipitation and simulates well the different evolutions
observed in the normal and extreme years.

The spatial representation of precipitation over the
whole domain is satisfactory as well; for illustration the
predicted precipitation for two extreme dry and wet
months, June 1988 and July 1993 respectively, are dis-
played in Fig. 5. The very low precipitation observed in
June 1988 in the Midwestern United States is well cap-
tured by the model; there is however an underestimation
of precipitation over Texas, Nebraska, and South
Dakota during this month. Similarly, the rainfall peak of
July 1993 over the Midwest is well captured, although
somewhat shifted to the northeast; in the rest of the
United States, precipitation is slightly underestimated.
From these comparisons, we can conclude that the
model captures precipitation variations satisfactorily,
particularly over the Midwest focus region.

Since the simulation of evapotranspiration is of crit-
ical importance for the considered issue, we also com-
pare the simulated evolution of evapotranspiration over
the state of Illinois against the soil and atmospheric
water balance estimates of Yeh et al. (1998). Figure 6
displays the temporal evolutions of the mean evapo-
transpiration in the CTL integrations over Illinois as
well as the monthly evapotranspiration estimates.
Though there seems to be an overestimation of evapo-
transpiration in spring (mostly in 1993, not shown), the
simulated evolution of evapotranspiration is on the
whole very satisfactory and in qualitative and quanti-
tative agreement with the estimates.

Fig. 4 Observed (dashed) and CTL (solid) monthly precipitation
(mm/d) over the American Midwest for 1988 (triangles), 1993
(squares) and the average of the four years: 1986, 1988, 1990, and
1993 (asterisks). Observations are from the USHCN dataset (Karl
et al. 1990). The values are spatial averages over the box outlined in
Fig. 3

Fig. 3 Computational domain and topography (m) used for the
numerical simulations. The Midwest analysis region (outlined box)
is also indicated (approximately 36�N to 48�N, 99�W to 87�W)
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5 Results of the sensitivity experiments

Unless otherwise specified, comparisons are made over a
focus region centred on the American Midwest (see
Fig. 3). This subdomain extends from about 36�N to
48�N, and 99�W to 87�W. Note that this region is lo-
cated at lower latitudes than those investigated by
WM95 (45�N to 60�N).

5.1 WARM experiments: hydrological cycle

The results of the integrations are summarized in Table 2
and compared against those of WM95 (Table 3).
Figure 7 presents the mean temporal evolution of
precipitation, evapotranspiration, and total runoff over
the Midwest subdomain in the CTL and WARM inte-
grations. The magnitude of the observed changes is small
compared to the results of WM95. The highest differ-
ences in precipitation and evapotranspiration are of the

Fig. 5 a Observed and b CTL precipitation (mm/d) over the
United States in June 1988 (top) and July 1993 (bottom).
Observations are from the USHCN data set (Karl et al. 1990).

Note that the USHCN observations only exist over the United
States. A weak spatial smoothing has been applied for display
purposes

Fig. 6 Mean monthly land evapotranspiration in the CTL simu-
lations (solid) averaged over Illinois (coordinates of subdomain:
36�N to 43�N and 93�W to 89�W) compared against atmospheric
(dashed) and soil (dotted) water balance estimates based on
observational data from 1983 to 1994 (Yeh et al. 1998). All values
are in mm/d
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order of 0.3 mm/day, while they are up to two or three
times larger in the simulations of WM95 (Table 3).
Particularly striking are the differences in spring evapo-
transpiration: while our simulations present an evapo-
transpiration increase of only 0.16 mm/d in May
(Table 2), WM95 report an almost five time larger in-
crease for this month (0.74 mm/d, Table 3). Moreover,
runoff is almost unaffected in our simulations while very
sensitiv in WM95.

Evapotranspiration is higher in the WARM experi-
ments than in the CTL integrations in all the months
simulated. Precipitation is higher in the WARM exper-
iments from March to June due to an enhancement of
convective activity during these months (see later). Later
in the year (from July to September), precipitation dif-
ferences between the CTL and WARM simulations are
negligible.

The temporal evolution of the net input of water in
the soil (precipitation–evaporation–runoff) over the
Midwest subdomain is shown in Fig. 8a. FromMarch to
June, the precipitation increase is higher than the
evapotranspiration increase; in May for instance, it is
twice as high (Table 2). As the soil is not at saturation
(Fig. 8b), this extra input of water can thus be stored in
the soil. In July, the increase in evapotranspiration re-
mains substantial, while precipitation is the same as in
the CTL integrations. For this reason, there is an
enhanced depletion of soil moisture during this month,
but due to the higher storage of water during spring, soil
moisture in the WARM simulations reaches lower val-
ues than in the CTL simulations by the end of August

only. This sequence of events is clearly apparent in
Fig. 8b which displays the temporal evolution of the soil
moisture saturation in the root zone. Overall the dif-
ferences between the CTL and WARM experiments are
again very small. The highest (positive or negative)
changes are of the order of 0.5–0.8% of soil saturation,
corresponding to 2.5–5.5 mm in the root zone, the soil
layer of relevance for plant growth (see Table 2 for exact
values). In the total soil column, changes range from
+7.1 mm (July) to –3.3 mm (September). In compari-
son, WM95 report mean soil moisture decreases of the
order of 10 to 30 mm (see Table 3).

Figure 9 displays the geographical distribution of
mean summer (June to August) soil moisture differences
in the root zone (1 to 2 m depth) between WARM and
CTL. There is no important drying in the focus region.
Indeed, the highest drying peaks observed in the Mid-
west are of the order of 2% of the saturation water
content, corresponding to 10–20 mm. Furthermore,
many parts of this region display no changes in soil
moisture at all, or even some signs of soil wetting (for
instance in the states of Missouri, Kansas, and South
and North Dakota). A possibly interesting feature is the
large drying observed in the western Gulf Coast region
around 30�N which is caused by a large decrease of
summer precipitation (not shown).

Figure 10 displays the hydrological changes between
the CTL and WARM experiments individually for each
simulated year. The behaviour observed for the average
of the simulations is again noticeable in 1986, 1988, and
1993: in all three years, there is an enhancement of

Fields Units May July September

CTL WARM D CTL WARM D CTL WARM D

Hydrological cycle
Precipitation mm/day 4.03 4.35 +0.32 3.50 3.44 –0.07 2.10 2.08 –0.02
Evaporation mm/day –3.47 –3.63 –0.16 –3.69 –3.95 –0.25 –2.16 –2.35 –0.19
Runoff mm/day –0.79 –0.85 –0.06 –0.52 –0.52 +0.00 –0.21 –0.19 +0.01
Snowmelt mm/day 0.00 0.00 +0.00 0.00 0.00 +0.00 0.00 0.00 +0.00
Soil moisture
(root zone)

mm 438.5 440.1 +1.6 403.3 405.8 +2.5 383.6 378.2 –5.3
% sat 60.9 61.1 +0.3 55.8 56.2 +0.5 53.1 52.3 –0.8

Soil moisture (total) mm 1079.8 1085.5 +5.8 1028.4 1035.5 +7.1 981.6 978.4 –3.3
% sat 74.3 74.7 +0.4 70.8 71.2 +0.5 67.6 67.3 –0.2

Surface energy budget
SWI W/m2 235.5 230.0 –5.5 262.1 267.5 +5.3 161.9 172.6 +10.6
SWO W/m2 –38.6 –37.8 +0.8 –44.0 –44.8 –0.8 –27.4 –29.4 –2.0
SWN W/m2 196.9 192.3 –4.6 218.1 222.6 +4.5 134.5 143.1 +8.6
LWI W/m2 323.0 342.1 +19.0 371.3 389.4 +18.1 337.5 354.8 +17.3
LWO W/m2 –387.5 –399.9 –12.4 –439.7 –454.8 –15.1 –397.3 –415.2 –17.9
LWN W/m2 –64.5 –57.8 +6.7 –68.4 –65.4 +3.0 –59.8 –60.4 –0.6
NR W/m2 132.4 134.4 +2.0 149.7 157.3 +7.5 74.7 82.7 +8.0
SH W/m2 –26.0 –23.7 +2.3 –43.0 –42.6 +0.4 –18.0 –20.5 –2.5
LH W/m2 –109.2 –107.5 –4.7 –109.5 –177.0 –7.5 –63.9 –69.6 –5.7
Surface climate
TS �C 14.3 16.6 +2.3 23.5 26.0 +2.5 16.1 19.3 +3.2
RHA % 80.2 80.8 +0.6 70.1 67.4 –2.7 78.4 74.1 –4.3

Table 2 Summary of the CTL and WARM experiments: mean of
the four years simulated for the months of May, July and Sep-
tember. The values are spatial averages over the Midwest subdo-
main (outlined in Fig. 3). SWI denotes incident shortwave (SW)
radiation, SWO outgoing SW, SWN net SW, LWI incident long-

wave (LW) radiation, LWO outgoing LW, LWN net LW, NR net
radiation, LH latent heat flux, SH sensible heat flux, TS surface
temperature, and RHA the anemometer relative humidity. Note
that evaporation and runoff are negative and that energy fluxes
directed downwards are counted positive
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precipitation in spring leading to slightly wetter soil
moisture conditions, which is followed by a gradual
depletion of the additional soil water storage during the
course of the summer. The applied scenario leads to an
enhancement of the 1993 flood, while the 1988 drought
conditions are not markedly different in the CTL
and WARM integrations. In 1990, precipitation fails to
increase sufficiently in spring to counterbalance the
increase in evapotranspiration due to a decrease in large-
scale precipitation in May; for this reason, somewhat
enhanced summer drying occurs during this year. The
opposite behaviour observed in the ‘‘normal’’ years
(1986 and 1990) illustrate well the importance of the
precipitation increase in spring. If the precipitation in-
crease in spring is not high enough, then some minor
summer drying might occur. Regardless of this effect,
however, the absolute changes in soil moisture are of
small magnitude in all four years considered.

A more detailed look at the temporal evolution of the
convective and non-convective parts of precipitation
(Fig. 11) shows that convective rainfall increases from
March to June/July in all years. The precipitation
increase observed in spring is therefore mainly due to
increases in convection. Some changes in large-scale
precipitation are observed in 1986 (increase) and 1990
(decrease). In May 1990, there is a significant decrease of
large-scale precipitation, which is responsible for the
absence of total precipitation increase in spring, and
hence for the mild increase in summer drying observed
in this year.

In summary, the hydrological changes in the WARM
experiments are as follows: The simulations are gener-
ally characterized by a wetter spring with enhanced
convective activity (from March to June/July), followed
by a period with drier climatic conditions (July–Sep-
tember). Due to the higher infiltration associated with
the enhanced spring precipitation and the relatively
moderate increase in evapotranspiration, the simulated
soil moisture changes are in general of very small mag-
nitude. These results are independent of the choice of the
closure assumption in the convection scheme, since
additional experiments conducted with the Arakawa
and Schubert (1974) closure assumption (not shown)
were in qualitative agreement with the simulations pre-
sented.

Fields Units May July September

1 · CO2 4 · CO2 D 1 · CO2 4 · CO2 D 1 · CO2 4 · CO2 D

Precipitation mm/day 3.33 3.89 +0.57 2.27 1.90 –0.37 2.40 2.73 +0.33
Evaporation mm/day –2.87 –3.61 –0.74 –3.19 –3.07 +0.13 –1.52 –1.63 –0.11
Runoff mm/day –2.65 –1.13 +1.52 –0.25 –0.11 +0.14 –0.18 –0.10 +0.08
Snowmelt mm/day 1.76 0.00 –1.80 0.00 0.00 +0.0 0.04 0.00 +0.0
Soil moisture
(150 mm bucket)

mm 134.7 125.5 –9.2 61.9 35.3 –26.6 45.8 29.9 –15.9
% bucket 89.8 83.7 –6.1 41.3 23.5 –17.8 30.5 19.9 –10.6

Fig. 8 a Net input of water in the soil (precipitation-evapotran-
spiration-runoff) in mm/day. b Temporal evolution of the relative
soil moisture content in the root zone in % of saturation. The
values are averaged over the Midwest subdomain (outlined in
Fig. 3) and represent means of the CTL (solid lines) and WARM
(dashed lines) integrations

Fig. 7 Temporal evolution of precipitation (squares), evapotran-
spiration (circles), and runoff (triangles) over the Midwest
subdomain (outlined in Fig. 3) in the CTL (solid) and WARM
(dashed) integrations (average over all years). The values are given
in mm/day

Table 3 Overview of the mean hydrological cycle (10 years) in
Wetherald and Manabe (1995) based on simulations using a GCM
with idealized geography for 1 · CO2 (300 ppmv) and 4 · CO2

(1200 ppmv, fully interactive experiment) equilibrium conditions.
The figures represent averages for the continental region 45�N to
60�N. Sign conventions as in Table 2
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5.2 WARM experiments: surface energy budget

Figure 12 presents the mean temporal evolution of the
various components of the surface energy budget in the
CTL and WARM integrations over the Midwest region.
The differences for the net longwave radiation, the net
shortwave radiation, the sensible heat flux, and the la-
tent heat flux are shown in Fig. 13.

The average changes in the energy budget compo-
nents are consistent with the changes observed in the
hydrological cycle. There is a reduction of the incident
shortwave radiation in spring. This is in agreement with
the increase in convective activity observed in the
WARM experiments and appears to be mainly induced
by an increase of the low-level cloud amount and relative
humidity, while the high cloud amount is decreased (not
shown). As seen in the previous section, the latent heat
flux (which is proportional to evapotranspiration) is
increased for all the duration of the simulations due to
the enhanced air temperature.

From March to June, the increase in latent heat
flux occurs at the expense of sensible heat as the net
radiation is almost equal in the two sets of integra-
tions. The increase in incoming longwave radiation
induced by the change in greenhouse gases (CO2 and
water vapour) is indeed almost entirely compensated
by the combined effects of the enhanced outgoing
longwave radiation (associated with the higher surface
temperature) and the decrease in incoming shortwave
radiation (due to increased low-level cloud cover and
relative humidity).

From June onwards, there is an enhancement of the
net radiation in the WARM experiments due to an in-
crease in incident shortwave radiation; the latter is
caused by a significant decrease in cloud amount, par-
ticularly in the lower part of the atmosphere (not

shown). The increase in net radiation is almost entirely
converted into sensible heat, while latent heat does not
markedly increase any further.

5.3 BUCKTRA experiments

Comparisons between the BUCKTRA and standard
(CTL and WARM) experiments show that these
two sets of experiments are similar in 1986, 1990, and
1993, but markedly distinct for the drought year 1988.
Figure 14 displays the temporal evolution of transpira-
tion and soil moisture in the root zone in 1988 for the
simulations CTL, WARM, BUCKTRA_CTL, and
BUCKTRA_WARM. For this year, transpiration is
higher with the bucket-type formulation than with the
standard BATS parametrization, both in the control
(CTL, BUCKTRA_CTL) and warmer climate
(WARM, BUCKTRA_WARM) runs. The BUCKTRA
experiments display a large sensitivity to the applied
climate change scenario, contrary to the experiments
with the standard BATS parametrization: transpiration
is markedly enhanced both in spring and summer,
leading to a strong drying of the soil (see Fig. 14b,
bottom). The drying starts in May, and attains about –
5% of saturation (approximately –32 mm) until Sep-
tember. These figures are similar in magnitude to the
changes reported by WM95. Note, however, that the
differences for the average of the four years are much
smaller, as the two sets of experiments differ signifi-
cantly in 1988 only.

The fact that the performed changes only impact the
results for 1988, the drought year, suggests that the
vegetation control on transpiration in BATS (through
root and stomatal resistances) mostly comes into play
under water stress conditions. Conversely, this also

Fig. 9 Average summer (June–
August) changes in relative soil
moisture content (% of satura-
tion) in the root zone (1–2 m
depth) for the 4 years simulated
(WARM-CTL). Shading occurs
above and below differences of
+2% and –2% of saturation. A
weak spatial smoothing has
been applied for display pur-
poses. The box outlined is the
Midwest analysis region
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Fig. 10 a Temporal evolution of precipitation (squares), evapo-
transpiration (circles), and runoff (triangles) in the simulations CTL
(solid) and WARM (dashed ) in mm/day. b Temporal evolution of
the soil moisture differences in the root zone (WARM-CTL) in %

of saturation. The values are spatial averages over the box outlined
in Fig. 3. The panels represent 1986 (top row), 1988 (second row),
1990 (third row), and 1993 (bottom row)
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suggests that the bucket model might not be appropriate
for investigating drought-like conditions.

As mentioned in Sect. 3, the changes performed in the
BUCKTRA experiments do only mimic some of the
characteristics of the bucket model; other aspects, such
as the available water capacity and the treatment of
runoff and groundwater drainage, would also need in-
vestigation. Despite these limitations, the results of the
BUCKTRA experiments suggest that the more realistic
land-surface scheme employed in our simulations might
explain at least part of the differences observed between
our study and earlier studies on this issue.

5.4 NOCO2 experiments

Figure 15a displays the mean temporal evolution of the
incident longwave radiation in the simulations CTL,
WARM, and NOCO2. The increase in incident long-
wave radiation exhibited by the WARM experiments
(about +18 W/m2) is primarily induced by the enhanced
moisture content of the atmosphere (80–90% of total
change) rather than by the increase in atmospheric CO2.
This result is consistent with theory (e.g. Ramanathan
1981) and observations (e.g. Raval and Ramanathan
1989; Rind et al. 1991), since water vapour is known to

be a much more effective greenhouse gas than CO2. The
total increases in incident longwave radiation for both
sets of simulations are also consistent with the results
from GCM climate change simulations presented by
Garatt et al. (1999). Their analysis of transient CO2

experiments with three coupled climate models reveals
indeed on a global average a mean increase of about
20 W/m2 in incident longwave radiation for a 3 K
increase in temperature.

Due to the limited impact of the differences in CO2

concentrations, the results of the NOCO2 experiments
are therefore relatively similar to those of the WARM
integrations, and are mostly characterized by their in-
sensitivity to the performed changes. As an example, the
temporal evolutions of the soil moisture differences in
the root zone for WARM-CTL and NOCO2-CTL are
presented in Fig. 15b. As with the WARM simulations,
the absolute change in soil moisture is very small (less
than 2% of saturation). An analysis of the other fields
shows that the amplitudes of the differences to the CTL
runs are of similar magnitude (not shown).

We can conclude from this analysis that on the spatial
and temporal scales considered, the differences between
the WARM and CTL experiments can be mainly ex-
plained by the changes in temperature and specific hu-
midity (through temperature advection and water vapour

Fig. 11 Temporal evolution of total (no symbols), non-convective
(squares), and convective rainfall (asterisks) in the simulations CTL
(solid) and WARM (dashed) in 1986, 1988, 1990, and 1993 (mm/

day). The values are spatial averages over the Midwest subdomain
(outlined in Fig. 3)
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greenhouse effect), while the change in the atmospheric
CO2 concentration has an almost negligible impact.

6 Summary and conclusions

The present study uses a regional climate model with a
surrogate climate change scenario to investigate the
mechanisms potentially leading to enhanced summer
dryness in the Midwestern United States under warmer
climatic conditions. The control integrations of four
spring and summer seasons generally agree with obser-
vations in terms of their water cycle and precipitation
distribution.

The WARM experiments are generally characterized
by a wetter spring with enhanced convective activity
(from March to June/July), followed by a period with
somewhat drier climatic conditions (July–September).
These changes are mostly induced by the modifications
in temperature and humidity advection, rather than by
local changes in atmospheric CO2 concentrations. This
is apparent from the comparison between the WARM
and NOCO2 experiments.

Although the summertime depletion of soil moisture
in the WARM experiments is somewhat higher than in
the CTL integrations, it is generally compensated by the
higher infiltration in spring, when convective precipita-
tion is enhanced. On average, the WARM integrations

Fig. 12 Temporal evolution of the various components of the
surface energy budget in the simulations CTL (solid lines) and
WARM (dashed lines) over the Midwest (W/m2). The values are
spatial averages over the box outlined in Fig. 3. SWI denotes

incident shortwave (SW) radiation, SWO outgoing SW, SWN net
SW, LWI incident longwave (LW) radiation, LWO outgoing LW,
LWN net LW, LH latent heat flux, SH sensible heat flux, and NR
net radiation. Downwards directed fluxes are counted as positive
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start showing weak signs of soil drying by late August
only. There are, however, some noticeable year-to-year
variations. In 1993, the flood year, the applied scenario
leads to a net wetting of the soil. The highest drying is
observed in 1990, a ‘‘normal’’ year, due to a decrease in
large-scale precipitation in May.

Whether positive or negative, these soil moisture
changes are nonetheless of very small magnitude (of the
order of 1 to 2% of saturation at most); in this light,
even the drying occurring in the 1990 experiment would
thus represent a rather mild scenario. Overall, our re-
sults suggest that the risks of enhanced drying might
possibly be smaller than suggested by earlier studies (e.g.
WM95, Kattenberg et al. 1996).

The relatively mild changes observed in our simula-
tions can mainly be explained by two factors. First, the
soil is not fully saturated in spring and can thus absorb
extra precipitation occurring during this season. In
contrast, in the simulations of WM95, there are no
compensating effects for the increases in evapotranspi-
ration, as most of the enhanced spring precipitation is
lost to runoff. Second and perhaps more importantly,
increases in evapotranspiration are relatively moderate,
thus restricting soil moisture depletion occurring in

Fig. 13 Differences of various components of the surface energy
budget between the CTL and WARM integrations over the
Midwest in W/m2 (WARM-CTL). The values are spatial averages
over the box outlined in Fig. 3. SWN denotes net shortwave
radiation, LWN net longwave radiation, LH the latent heat flux,
and SH the sensible heat flux. Downwards directed fluxes are
counted as positive

Fig. 14a, b Temporal evolution of transpiration (mm/d) (top) and
soil moisture content in the root zone (% of saturation) (bottom) in
1988: a Simulations CTL (solid) and WARM (dashed); b

Simulations BUCKTRA_CTL (solid ) and BUCKTRA_WARM
(dashed). The values are spatial averages over the Midwest
subdomain (outlined in Fig. 3)
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summer. This behaviour appears to be tied to the use of
a land-surface scheme of intermediate complexity
(BATS). The simpler ‘bucket model’ as used in earlier
studies is known to generally overestimate latent heat
flux in various regimes (see Introduction), a fact which
might exaggerate the simulated summer drying in some
climate change simulations. This problem was also rec-
ognized by WM95, who stated: ‘‘In assessing the present
results, one should recognize that the GCM used here
employs a simple bucket model parametrization of land-
surface processes. Because of this simplified formulation,
it is possible that the midlatitude summer dryness
discussed in this study may not be realized in the actual
climate system’’. Since our model uses a more sophisti-
cated representation of the land-surface processes, it is
possible that the mild changes observed in our simula-
tions might be closer to reality. The results of the

BUCKTRA experiments, in which the BATS paramet-
rization of transpiration was replaced with a bucket-type
formulation, seem to confirm this hypothesis. They
display a considerable drying in 1988, the drought year,
which suggests that vegetation control on transpiration
(through the stomatal and root resistances) might play
an important part in counteracting an enhancement of
summer drying when soil water gets scarce.

However, also our simulations entail various simpli-
fications, which might question some of the results.
First, our methodology does not allow for global
changes in the synoptic-scale circulation patterns. Pos-
sible shifts in the storm tracks could be important fea-
tures of climate change and are at present still difficult to
predict (e.g. Kattenberg et al. 1996; Cubasch et al. 2001).
Second, the simulations are only performed for the
spring and summer seasons; it is possible that changes in
fall precipitation or in the onset of snowmelt could sig-
nificantly impact the hydrological cycle in warmer cli-
matic conditions. Third, slight moisture deficits such as
those displayed by the WARM experiments towards the
end of the summer might add up and lead to a stronger
drying in multi-year simulations. Last, some factors
which were not accounted for in the present simulations
(e.g. changes in aerosol concentrations, adaptative re-
sponse of vegetation to climate change) could also be of
relevance for this issue. Potential vegetation feedbacks
which were not investigated here, such as changes in
stomatal resistance (e.g. Henderson-Sellers et al. 1995),
rooting depth (Milly 1997) and plant physiology (e.g.
Sellers et al. 1996), or shifts in vegetation distribution
patterns (e.g. Betts et al. 1997; Levis et al. 2000), might
be of key importance in modulating the response of the
climate system to changes in greenhouse gases and local
climate.

Despite the aforementioned limitations, our study
underlines the importance of land-surface processes in
climate integrations, and the potential role of enhanced
spring precipitation in substantially reducing a possible
enhancement of summer dryness in mid-latitudes.
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Fig. 15 a Temporal evolution of the incident longwave radiation in
the simulations CTL (solid line), WARM (dashed line), and NOCO2

(dotted line) in W/m2 (average over all years). b Temporal evolution
of the soil moisture differences in the root zone for WARM-CTL
(dashed line) and NOCO2-CTL (dotted line) in % of saturation
(average over all years). The values are spatial averages over the
box outlined in Fig. 3
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