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We have obtained exact results for the Ising model on a hierarchical lattice incorporating three key features characterizing many real-world networks—a scale-free degree distribution, a high clustering coefficient, and the small-world effect. By varying the probability \( p \) of long-range bonds, the entire spectrum from an unclustered, non-small-world network to a highly-clustered, small-world system is included. Using the unique structure of the network, we obtain analytical expressions for the degree distribution \( P(k) \) and clustering coefficient \( C \) for all \( p \), as well as the average path length \( \ell \) for \( p = 0 \) and 1. The ferromagnetic Ising model on this network is studied through an exact renormalization-group transformation of the quenched bond probability distribution, using up to \( 562,500 \) renormalized probability bins to represent the distribution. For \( p < 0.494 \), we find power-law critical behavior of the magnetization and susceptibility, with critical exponents continuously varying with \( p \) and exponential decay of correlations away from \( T_c \). For \( p > 0.494 \), in fact where the network exhibits small-world character, the critical behavior radically changes: We find a highly unusual phase transition, namely an inverted Berezinskii-Kosterlitz-Thouless singularity, between a low-temperature phase with non-zero magnetization and finite correlation length and a high-temperature phase with zero magnetization and infinite correlation length, with power-law decay of correlations throughout the phase. Approaching \( T_c \) from below, the magnetization and the susceptibility respectively exhibit the singularities of \( \exp(-C/\sqrt{T_c - T}) \) and \( \exp(D/\sqrt{T_c - T}) \), with \( C \) and \( D \) positive constants. With long-range bond strengths decaying with distance, we see a phase transition with power-law critical singularities for all \( p \), and evaluate an unusually narrow critical region and important corrections to power-law behavior that depend on the exponent characterizing the decay of long-range interactions.
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I. INTRODUCTION

Complex networks provide an intriguing avenue for tackling one of the long-standing questions in statistical physics: how the collective behavior of interacting objects is influenced by the topology of those interactions. Inspired by the diversity of network structures found in nature, researchers in recent years have investigated a variety of statistical models on networks with real-world characteristics.\textsuperscript{1,2,3} Three empirically common network types have been the focus of attention: networks with large clustering coefficients, where all neighbors of a node are likely to be neighbors of each other; networks with “small-world” behavior in the average shortest-path length, \( \ell \sim \log(N) \), where \( N \) is the number of nodes; and those with a power-law (scale-free) distribution of degrees. Since the pioneering network models of Watts-Strogatz\textsuperscript{4}, which exemplified the first two properties, and Barabási-Albert\textsuperscript{5}, which showed how the third could arise from particular mechanisms of network growth, significant advances have taken place in understanding how these properties affect statistical systems. The Ising model has been studied on small-world networks\textsuperscript{4,5,8,9,10}, along with the XY model\textsuperscript{11}, and on Barabási-Albert scale-free networks\textsuperscript{12,13}. On random graphs with arbitrary degree distributions, the Ising model shows a range of possible critical behaviors depending on the moments of the distribution (or in the specific case of scale-free distributions, the exponent describing the power-law tail)\textsuperscript{14,15}, a fact which is accounted for by a phenomenological theory of critical phenomena on these types of networks\textsuperscript{16}.

In the current work we introduce a novel network structure based on a hierarchical lattice augmented by long-range bonds. By changing the probability \( p \) of the long-range bonds, we observe an entire spectrum of network properties, from an unclustered network for \( p = 0 \) with \( \ell \sim N^{1/2} \), to a highly-clustered small-world network for \( p = 1 \) with \( \ell \sim \log N \). In addition, the network has a scale-free degree distribution for all \( p \). Due to the hierarchical construction of the network, together with the stochastic element introduced through the attachment of the long-range bonds, this network combines features of deterministic and random scale-free growing networks\textsuperscript{20,21,22,23,24,25,26,27,28}, and in the \( p = 1 \) limit its geometrical properties are similar to the pseudofractal graph studied in Ref.\textsuperscript{22}. The self-similar structure of the network allows us to calculate analytical expressions for the degree distribution and clustering coefficient for all \( p \), as well as the average shortest-path length \( \ell \) in the limiting cases \( p = 0 \) and 1.

A renormalization-group transformation is formulated for the Ising model on the network, yielding a variety of critical behaviors of thermodynamic densities and response functions. For the quenched disordered system at intermediate \( p \), we study the Ising model through an exact renormalization-group transformation of the
quenched bond probability distribution, implemented numerically using up to 562,500 renormalized probability bins to represent the distribution. We find a finite critical temperature at all $p$, with two distinct regimes for the critical behavior. When $p < 0.494$, the magnetization and susceptibility show power-law scaling, and away from $T_c$ correlations decay exponentially, as in a typical second-order phase transition. The magnitudes of the critical exponents, which continuously vary with $p$, become infinite as $p \to 0.494$ from below. For $p \geq 0.494$, in fact coinciding with the onset of the small-world behavior of the underlying network, we find a highly unusual infinite-order phase transition: an inverted Berezinskii-Kosterlitz-Thouless singularity between a low-temperature phase with non-zero magnetization and finite correlation length, and a high-temperature phase with zero magnetization and infinite correlation length, exhibiting power-law decay of correlations (in contrast to the typical Berezinskii-Kosterlitz-Thouless phase transition, where the algebraic order is in the low-temperature phase). Approaching $T_c$ from below, the magnetization and the susceptibility respectively behave as $\exp(-C/\sqrt{T_c-T})$ and $\exp(D/\sqrt{T_c-T})$, with $C$ and $D$ calculated positive constants.

Infinite-order phase transitions have been observed for the Ising model on random graphs with degree distributions $P(k)$ that have a diverging second moment ($k^2$) [14, 15], but for these systems $T_c = \infty$ on an infinite network. An infinite-order percolation transition has been seen in models of growing networks [31, 32, 33, 34, 35, 36, 37, 38], with exponential scaling in the size of the giant component above the percolation threshold. A prior observation of a finite-temperature, inverted Berezinskii-Kosterlitz-Thouless singularity similar to the one described above has been in a recent study of a ferromagnetic Ising model on an inhomogeneous growing network [39].

The final aspect of our network we investigated was the effect of adding distance-dependence to the interaction strengths of the long-range bonds, along the lines of Ref. [10], where distance-dependent interactions were considered in a small-world Ising system. With decaying interactions, the second-order phase transition for all $p$ has a strongly curved critical region and corrections to power-law behavior that vary with the exponent $\sigma$ describing the decay of interactions.

II. HIERARCHICAL-LATTICE SMALL-WORLD NETWORK

A. Construction of the Lattice

We construct a hierarchical lattice [17, 18, 19] as shown in Fig. 1. The lattice has two types of bonds: nearest-neighbor bonds (depicted as solid lines) and long-range bonds (depicted as dashed lines). In each step of the construction, every nearest-neighbor bond is replaced either by the connected cluster of bonds on the top right of Fig. 1 with probability $p$, or by the connected cluster on the bottom right with probability $1-p$. This procedure is repeated $n$ times, with the infinite lattice obtained in the limit $n \to \infty$. The initial $(n = 0)$ lattice is two sites connected by a single nearest-neighbor bond. An example of the lattice at $n = 4$ for an arbitrary $p \neq 0, 1$ is shown in Fig. 4.

For the $p = 0$ case, with no long-range bond, is the hierarchical lattice [17] on which the Migdal-Kadanoff [40, 41] recursion relations with dimension $d = 2$ and length rescaling factor $b = 2$ are exact. As will be seen below, the network in this case exhibits no small-world feature, with a clustering coefficient $C = 0$ and an average shortest-path length $\ell$ that scales like $N^{1/2}$, where $N$ is the number of sites in the lattice. The $p = 1$ case, on the other hand, shows typical small-world properties, with the presence of long-range bonds giving the high clustering coefficient $C = 0.820$ and an average path length which scales more slowly with system size, $\ell \sim \ln N$. By varying the parameter $p$ from 0 to 1, we continuously move between the two limits. These and other network characteristics of our hierarchical lattice are discussed in detail in the next section.

FIG. 1: Construction of the hierarchical lattice. The solid lines correspond to nearest-neighbor bonds, while the dashed lines are long-range bonds, which occur with probability $p$.

B. Network Characteristics

1. Degree Distribution

After the $n$th step of the construction, there are a total of $N_n = \frac{4}{3}(2+4^n)$ sites in the lattice. We categorize these sites by the number of nearest-neighbor bonds attached to the site, $k_{nn}$, and the maximum possible number of long-range bonds attached to the site, $k_{ld}$, of which on average only $pk_{ld}$ actually exist. At the $n$th level there are $4^n-m+1/2$ sites with $k_{nn} = 2^m$, $k_{ld} = 2^m - 2$, for $m = 1, \ldots, n$. In addition, there are two sites with $k_{nn} = 2^n$, $k_{ld} = 2^n - 1$. Thus, the non-zero probabilities that a
randomly chosen site has degree \( k \) are

\[
P_n(k) = \begin{cases} \frac{4^{n-m+1/2}}{N_n} (2^{m-2}) p^r (1-p)^{2^{m-2}-r}, \\ \frac{4^{n-m}}{N_n} (2^{m-2}) p^r (1-p)^{2^{m-2}-r}, \\ \frac{4^{n-m+1}}{N_n} (2^{m-2}) p^r (1-p)^{2^{m-2}+1-r}, \end{cases}
\]

respectively for

\[
\begin{align*}
&k = 2^m + r, \quad 0 \leq r \leq 2^m - 2, \quad 1 \leq m \leq n - 1, \\
&k = 2^n + r, \quad 0 \leq r \leq 2^n - 2, \\
&k = 2^{n+1} - 1.
\end{align*}
\]

Since the degree distribution is not continuous, the exponent describing the power-law decay of degrees is extracted from the cumulative distribution function \( P_{\text{cum}}(k) = \sum_{k'=k}^\infty P(k') \), where \( P(k) = \lim_{n \to \infty} P_n(k) \). For a scale-free network of exponent \( \alpha \), \( P_{\text{cum}}(k) \sim k^{1-\alpha} \). In our case \( P_{\text{cum}}(k) \sim k^{-2} \) for large \( k \), giving \( \alpha = 3 \), a value comparable to the exponents of many real-world scale-free networks [1]. The maximum degree \( k_{\text{max}} \) in the scale-free network should scale as \( k_{\text{max}} \sim N_n^{1/(\alpha-1)} \) [2], which is indeed satisfied, for large \( n \), in our network. The average degree \( \langle k \rangle_n \) after \( n \) construction steps is

\[
\langle k \rangle_n = \sum_{k=1}^\infty k P_n(k) = 3 + p - \frac{3(2+p)}{2+4^n},
\]

which goes to \( \langle k \rangle = 3 + p \) in the infinite lattice limit.

FIG. 2: An example of the hierarchical lattice after \( n = 4 \) steps in the construction, for \( p = 0.6 \).

If a given site in the network is connected to \( k \) sites, defined as the neighbors of the given site, the ratio between the number of bonds among the neighbors and the maximum possible number of such bonds \( k(k-1)/2 \) is the clustering coefficient of the given site [2]. The clustering coefficient \( C \) of the network is the average of this coefficient over all the sites, and can take on values between 0 and 1, the latter corresponding to a maximally clustered network where all neighbors of a site are also neighbors of each other. For our network in the \( n \to \infty \) limit, \( C \) can be evaluated exactly: The fraction \( \lim_{n \to \infty} 4^{n-m+1/2}/N_n = 3 \cdot 4^{-m} \) of the sites, with \( k_{\text{nn}} = 2^m \) and \( k_{\text{id}} = 2^m - 2 \), have the average clustering coefficient \( C_m \), where \( C_1 = p \) and \( C_m \) for \( m > 1 \) is, as derived in Appendix A.1,

\[
C_m = \sum_{r=0}^{2^{m-1}} \sum_{r'=0}^{2^{m-1}-1} \binom{2^{m-1}-2}{r} \binom{2^{m-1}-2}{r'} \frac{2p^{r+r'}(1-p)^{2^{m-2}-r-r'} \left( 2r + p(r+r') \frac{2^{m-3}}{2} \right)}{(2^m + r + r')(2^n + r + r' - 1)}. \tag{4}
\]

We plot the clustering coefficient \( C \)

\[
C = \sum_{m=1}^\infty 3 \cdot 4^{-m} C_m. \tag{5}
\]

as a function of \( p \) in Fig. [3] Note that \( C \) increases almost linearly from 0 at \( p = 0 \) to 0.820 at \( p = 1 \), as can also be seen from the expansion of Eq. [3] to second order in \( p \),

\[
C = 0.837p - 0.0378p^2 + O(p^3). \tag{6}
\]

FIG. 3: Clustering coefficient \( C \) for the infinite lattice as a function of the probability of long-range bonds \( p \).
3. Average Shortest-Path Length $\ell_n$

Let $d_{ij}$ be the shortest-path length between two sites $i$ and $j$ in the network, measured in terms of the number of bonds along the path. The average shortest-path length $\ell_n$ is the average of $d_{ij}$ over all pairs of sites $i,j$ at the $n$th level. For general $p$ we have evaluated this quantity numerically. For $p = 0$ and $p = 1$ we have obtained exact analytical expressions (Appendix A.2), revealing qualitatively distinct behaviors: For $p = 0$ we find

$$\ell_n = \frac{2^n(98 + 27 \cdot 2^n + 42 \cdot 4^n + 22 \cdot 16^n + 21n \cdot 4^n)}{21(2 + 5 \cdot 4^n + 2 \cdot 16^n)} \rightarrow \frac{11}{21} 2^n,$$

and since $N_n \sim 4^n$ for large $n$, we have $\ell_n \sim N_n^{1/2}$. Comparing this result to that of a hypercubic lattice of dimension $d$, where the average shortest-path length scales as $N^{1/d}$, we see that $\ell_n$ for the $p = 0$ network has the power-law scaling behavior of the square lattice. For $p = 1$, on the other hand, we find

$$\ell_n = \frac{23 + 4 \cdot (-2)^n + 44 \cdot 4^n + 10 \cdot 16^n + 6n \cdot 4^n + 12n \cdot 16^n}{9(2 + 5 \cdot 4^n + 2 \cdot 16^n)} \rightarrow \frac{2n}{3},$$

which means that $\ell_n \sim \ln(N_n)$ for large $n$. This much slower, logarithmic scaling of $\ell_n$ with lattice size, together with the high clustering coefficient, are the defining features of a small-world network.

In Fig. 4 we show $\ell_n$ calculated for for the full range of $p$ between 0 and 1, for $n$ up to 6. It is evident that even a small percentage of long-range bonds drastically reduces the average shortest-path length, and that $\ell_n$ shows small-world characteristics, scaling nearly linearly with $n$, for $p \geq 0.5$. We shall see below that the small-world structure at larger $p$ translates into a distinctive critical behavior for the Ising model on this network.

III. ISING MODEL ON THE NETWORK

We study the Ising model on the network introduced in the previous section, with Hamiltonian

$$-\beta H = J \sum_{\langle ij \rangle_{nn}} s_is_j + \sum_{\langle ij \rangle_{ld}} K_{ij} s_is_j + H_B \sum_{\langle ij \rangle_{nn}} (s_i + s_j) + H_S \sum_i s_i,$$

where $J, K_{ij} > 0$, $\langle ij \rangle_{nn}$ denotes summation over nearest-neighbor bonds, and $\langle ij \rangle_{ld}$ denotes summation over long-range bonds. We generalize the above, by introducing a distance dependence in the interaction constants $K_{ij}$,

$$K_{ij} = Jm_{ij}^\sigma.$$

Here the exponent $\sigma \geq 0$, and $m_{ij}$ measures the range of the long-range bond between sites $i$ and $j$: For a lattice constructed in $n$ steps, those long-range bonds that appear at the $n$th step have $m_{ij} = 1$, those that appear at the $(n-1)$th step have $m_{ij} = 2$, and so on until the long-range bond that appears at the first step, which has $m_{ij} = n$. The long-range term in the Hamiltonian can be rewritten as

$$\sum_{\langle ij \rangle_{ld}} K_{ij} s_is_j = K_1 \sum_{\langle ij \rangle_{ld,1}} s_is_j + K_2 \sum_{\langle ij \rangle_{ld,2}} s_is_j + \cdots,$$

where $K_q \equiv Jq^{-\sigma}$ and $\langle ij \rangle_{ld,q}$ denotes summation over long-range bonds with $m_{ij} = q$.

The Hamiltonian of Eq. 9 includes two types of magnetic field terms, one counted with bonds ($H_B$) and the other counted with sites ($H_S$). We shall calculate the associated spontaneous magnetizations at $H_B = H_S = 0$,

$$M_B = \frac{1}{N_{nn}} \sum_{\langle ij \rangle_{nn}} (s_i + s_j), \quad M_S = \frac{1}{N_n} \sum_i s_i,$$

where $N_{nn} = 4^n$ is the number of nearest-neighbor bonds after the $n$th construction stage, so that $N_{nn}/N_n = 3/2$ in the limit $n \rightarrow \infty$. For a translationally invariant lattice, where each site has the same degree, $M_B$ and $M_S$ would be simply related by $M_B = 2M_S$, but for the hierarchical lattice this is no longer true due to the different degrees of the sites.

Before turning to the phase diagram and critical properties of the system for general $p$, which require formulating a renormalization-group transformation in terms of quenched probability distributions, we present the distinct critical behaviors of the limiting cases of $p = 0$ and $p = 1$. 

![Fig. 4: Average shortest-path length $\ell_n$ for level $n$, shown for various values of $p$ between 0 and 1. For $p = 0$ and $p = 1$, $\ell_n$ is given exactly by Eqs. (7) and (8). For other $p$, we have calculated $\ell_n$ numerically, with an accuracy of $\pm 0.3\%$.](image-url)
A. Critical Properties at $p = 0$

The $d = 2$, $b = 2$ Migdal-Kadanoff recursion relations are exact \([15]\) on the $p = 0$ lattice, and the renormalization-group transformation consists of decimating the two center sites in the cluster shown on the bottom right of Fig. 1. The renormalized Hamiltonian of the two remaining sites $i'$, $j'$ is

$$-\beta H' = \sum_{(i'j')} [J' s_{i'} s_{j'} + H'_B (s_{i'} + s_{j'}) + G'] + H'_S \sum_{i'} s_{i'} ,$$

where the renormalized interaction constants are \([32]\):

$$J' = \frac{1}{2} \ln \left( R_{++} R_{--} / R^2_{+-} \right) ,$$

$$H' = \frac{1}{2} \ln \left( R_{++} / R_{--} \right) , \quad H'_S = H_S ,$$

$$G' = 4G + \frac{1}{2} \ln \left( R_{++} R_{--} R^2_{+-} \right) ,$$

with

$$R_{++} = xy^2 z + x^{-1} z^{-1} , \quad R_{--} = x^{-1} z + xy^2 z^{-1} ,$$

$$R_{+-} = yz + y^{-1} z^{-1} , \quad x = e^{2J}, y = e^{2H_B} , \quad z = e^{H_S} .$$

This subspace, there is one unstable fixed point at

$$J_c = \ln \left[ \frac{1}{3} \left( 1 + (19 - 3\sqrt{33})^{1/3} + (19 + 3\sqrt{33})^{1/3} \right) \right] ,$$

(16)

corresponding to a temperature $T_c = 1/J_c = 1.641$. Under renormalization-group transformations, the system renormalizes at high temperatures $J < J_c$ to the sink at $J^* = 0$ of the disordered phase and at low temperatures $J > J_c$ to the sink at $J^* = \infty$ of the ordered phase. The critical behavior at $T_c$ is obtained from the eigenvalues of the recursion matrix at the critical fixed point,

$$\begin{pmatrix}
\frac{\partial J'}{\partial J} & \frac{\partial J'}{\partial J_B} & \frac{\partial J'}{\partial J_S} \\
\frac{\partial H'_B}{\partial J} & \frac{\partial H'_B}{\partial J_B} & \frac{\partial H'_B}{\partial J_S} \\
\frac{\partial H'_S}{\partial J} & \frac{\partial H'_S}{\partial J_B} & \frac{\partial H'_S}{\partial J_S}
\end{pmatrix} = \begin{pmatrix}
2u & 0 & 0 \\
0 & 2 + 2u & u \\
0 & 0 & 1
\end{pmatrix} ,$$

(17)

where $u = \tanh 2J_c$. This recursion matrix has eigenvalues $2u \equiv b^{\nu_T} , 2 + 2u \equiv b^{\nu_H} ,$ and $1$, with eigenvalue exponents $\nu_T = 0.747 , \nu_H = 1.879$. Along the corresponding eigendirections are one thermal and two magnetic scaling fields: $t = \frac{J}{J_c} = \frac{2J - J_c}{J_c} , h_1 = (2 + \coth 2J_c)H_B + H_S , \quad$ and $h_2 = H_S , \quad$ with linearized recursion relations $t' = b^{\nu_T} t , \quad h'_1 = b^{\nu_H} h_1 , \quad$ and $h'_2 = h_2$. Standard eigenvalue analysis at the fixed point yields the critical behaviors for the internal energy $U = \frac{1}{N_{nn}} \sum_{\langle ij \rangle_{nn}} (s_i s_j)$, the magnetizations $M_B , M_S , \quad$ and the correlation length $\xi$:

$$U - U_c \sim |t|^{1-\alpha} , \quad \alpha = \frac{2y_T - d}{y_T} = -0.677 ,$$

$$M_S , M_B \sim |t|^{\beta} (t < 0) , \quad \beta = \frac{d - \nu_H}{y_T} = 0.162 ,$$

$$\xi \sim |t|^{1-\nu} , \quad \nu = \frac{1}{y_T} = 1.338 .$$

(18)

$M_B$ and $M_S$ have the same critical exponent $\beta$, because the dominant magnetic scaling field $h_1$ mixes $H_B$ and $H_S$.
$H_S$. Similarly, the susceptibility critical exponent is $\gamma = (2\nu_H - d)/y_T = 2.353$. Approaching criticality in the ordered phase, all three susceptibilities one can define, $\chi_{BB} = \frac{\partial M_f}{\partial H_f}$, $\chi_{BS} = \frac{\sqrt{N_{nn}} \frac{\partial M_f}{\partial H_f}}{N_n}$, and $\chi_{SS} = \frac{\partial M_f}{\partial H_f}$, have the critical behavior $|t|^{-\gamma}$. The zero-field susceptibilities are infinite throughout the disordered phase. To recall this, we briefly review the calculation of thermodynamic densities and response functions by multiplications along the renormalization-group trajectory.

Let $K = (G, J, H_B, H_S)$ be the vector of interaction constants in the Hamiltonian, and $K' = (G', J', H'_B, H'_S)$ the analogous vector for the renormalized system. Corresponding to each component $K_\alpha$ of $K$ is a thermodynamic density $M_\alpha = \frac{1}{K_\alpha} \frac{\partial \ln Z}{\partial K_\alpha}$, where $Z$ is the partition function, and $N_\alpha$ is a component of the vector $N = (N_{nn}, N_{nn}, N_{nn}, N_n)$. Thus, the density vector $M = (1, U, M_B, M_S)$ is related to the density vector of the renormalized system $M'$ by the conjugate recursion relations [43]:

$$M_\alpha = b^{-d} \sum_\beta M'_\beta T_{\beta\alpha}, \quad T_{\beta\alpha} = \frac{N_\beta \partial K'_\beta}{N_\alpha \partial K_\alpha}. \quad (19)$$

An analogous recursion relation for response functions $\chi_{\alpha\beta} = \frac{N_{\beta} \partial M'_\beta}{N_{\alpha} \partial K_\alpha}$ has been derived by McKay and Berker [42]:

$$\chi_{\alpha\beta} = b^{-d} \left[ \sum_{\lambda, \mu} \frac{N_\lambda N_\mu}{N_\alpha N_\beta} \chi_{\lambda \mu} \frac{\partial K'_\lambda}{\partial K_\alpha} \frac{\partial K'_\mu}{\partial K_\beta} + \sum_\lambda \frac{N_\lambda}{\sqrt{N_\alpha N_\beta}} M'_\lambda \frac{\partial^2 K'_\lambda}{\partial K_\alpha \partial K_\beta} \right]. \quad (20)$$

Using the density-response vector $V = (1, U, M_B, M_S, \chi_{BB}, \chi_{BS}, \chi_{SS})$, Eqs. (19) and (20) are combined into a single recursion relation,

$$V_\alpha = b^{-d} \sum_\beta V'_\beta W_{\beta\alpha}. \quad (21)$$

The extended recursion matrix $\bar{W}$ for the subspace $H_B = H_S = 0$ is

$$\bar{W} = \begin{pmatrix}
\begin{array}{cccc}
4u & 0 & 0 & 0 \\
0 & 2 + 2u & 4u^2 & 2u \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}
\end{pmatrix}$$

where $u = \tanh 2J$, $v = 1 + \sech^2 2J$. At the sink of the disordered phase, $u = 0$, $v = 2$, and the left eigenvector of $\bar{W}$ with eigenvalue $b^d$ is

$$V^* = (1, U = 0, M_B = 0, M_S = 0, \chi_{BB} = \infty, \chi_{BS} = \sqrt{6}, \chi_{SS} = 1). \quad (25)$$

The matrix multiplication of Eq. (25) mixes $\chi_{BB}, \chi_{BS}$, and $\chi_{SS}$. Since $\chi_{BB} = \infty$ at the sink, all three susceptibilities are infinite within the disordered phase. In contrast, at the sink of the ordered phase, $u = 2$, $v = 1$, and the two left eigenvectors of $\bar{W}$ with eigenvalue $b^d$ are

$$V_{\pm}^* = (1, U = 1, M_B = \pm 2, M_S = \pm 1, \chi_{BB} = 0, \chi_{BS} = 0, \chi_{SS} = 0). \quad (26)$$

Consequently, the susceptibilities from Eq. (25) are finite within the ordered phase, decreasing to zero as zero temperature is approached and increasing as $|t|^{-\gamma}$ as $T_c$ is approached from below. The double value in Eq. (26) reflects the first-order phase transition along the magnetic field direction.

The infinite susceptibility in the disordered phase is directly related to the presence of sites with arbitrarily high degree numbers in the scale-free network, because these sites feel a very large applied field, channeled through their many neighbors. Except for this feature, the critical behavior for the $p = 0$ case is similar to that of a regular lattice, which is unsurprising since the Migdal-Kadanoff recursion relations that are exact on the hierarchical lattice can be derived from a bond-moving approximation applied to the square lattice.

The $p = 0$ results are in Fig. [5] where the specific heat, magnetizations, and zero-field susceptibilities are
FIG. 5: Specific heat, magnetizations, and zero-field magnetic susceptibilities for $p = 0$, as functions of temperature $1/J$. The dotted vertical line marks the critical temperature $T_c = 1.641$. As insets to the magnetizations and susceptibilities, we show $\ln M$ and $\ln \chi$ with respect to $\ln |t|$, where $t = \frac{T - T_c}{T_c} < 0$. The linear behavior in the insets agrees with the power-law predictions of $M_B$, $M_S \sim |t|^{0.162}$ and $\chi_{BB}$, $\chi_{BS}$, $\chi_{SS} \sim |t|^{-2.353}$.

plotted as a function of temperature. Since the specific heat exponent is $\alpha = -0.677$, the specific heat has a finite cusp singularity at $T_c$.

**B. Critical Properties at $p = 1$**

For the $p = 1$ lattice, the renormalization-group transformation consists of decimating the two center sites in each connected cluster of the type shown on the top right of Fig. 11. The Hamiltonian now includes long-range bonds, Eq. (11), and the transformation is a mapping of the Hamiltonian $-\beta \mathcal{H}(J, H_B, H_S; \{K_q\}, G)$ onto a renormalized Hamiltonian $-\beta^\prime \mathcal{H}'(J', H_B', H_S'; \{K_q'\}, G')$. The recursion relations are

$$J' = \frac{1}{2} \ln \left( \frac{R_{++} + R_{--}}{R_{+-}^2} \right) + K_1, $$

$$H_B' = \frac{1}{2} \ln \left( \frac{R_{++}}{R_{--}} \right), \quad H_S = H_S', $$

$$G' = 4G + \frac{1}{2} \ln \left( \frac{R_{++} + R_{--} - R_{+-}^2}{R_{+-}} \right), $$

$$K_q' = K_{q+1}, \quad q = 1, 2, \ldots, $$

(27)

where $R_{++}$, $R_{--}$, and $R_{+-}$ are as given in Eq. (13).

Long-range bonds as well as nearest-neighbor bonds now contribute to the internal energy $U$,

$$U = \frac{N_{nn} + \sum_{q=1}^{\infty} q^{-\sigma} N_{ld,q} U_{ld,q}}{N_{nn} + \sum_{q=1}^{\infty} N_{ld,q}}, $$

(28)

where

$$U_{nn} = \frac{1}{N_{nn}} \sum_{\langle ij \rangle_{nn}} \langle s_i S_j \rangle = \frac{1}{N_{nn}} \frac{\partial}{\partial J} \ln Z, $$

$$U_{ld,q} = \frac{1}{N_{ld,q}} \sum_{\langle ij \rangle_{ld,q}} \langle s_i S_j \rangle = \frac{1}{N_{ld,q}} \frac{\partial}{\partial K_q} \ln Z. $$

(29)

Here $N_{ld,q} = 4^{-q}N_{nn}$ is the number of long-range bonds with $m_{ij} = q$. Since $K_q'$ does not depend on $J$, $H_B$, or $H_S$, the thermodynamic densities and response functions in $\mathbf{V} = (1, U_{nn}, M_B, M_S, \chi_{BB}, \chi_{BS}, \chi_{SS})$ still obey the recursion relation in Eq. (21) with a matrix $\mathbf{W}$ of the same form as in Eq. (22). The densities $U_{ld,q}$, on the other hand, have the recursion relation

$$U_{ld,1} = b^{-d}U_{nn} \frac{N_{nn}}{N_{ld,1}} \frac{\partial J'}{\partial K_1} = U_{nn}', $$

$$U_{ld,q} = b^{-d}U_{ld,q-1} \frac{N_{ld,q-1}}{N_{ld,q}} \frac{\partial K_{q-1}}{\partial K_q} = U_{ld,q-1} \quad (q > 1). $$

(30)

Thus $U_{ld,q} = U_{nn}^{(q)}$, where $U_{nn}^{(q)}$ is the nearest-neighbor density $U_{nn}$ in the system reached after $q$ renormalization-group transformations. Thus all the long-range bond densities $U_{ld,q}$ are found by evaluating $U_{nn}$ along the renormalization-group trajectory. Eq. (28) can be rewritten as

$$U = \frac{3}{4} \left( U_{nn} + \sum_{q=1}^{\infty} q^{-\sigma} A^{-q} U_{nn}^{(q)} \right), $$

(31)

where we have also used $N_{nn} + \sum_{q=1}^{\infty} N_{ld,q} = \frac{3}{2} N_{nn}$. From Eq. (31) and the recursion relation for $U_{nn}$, the leading singularity in $U_{nn}$ is also the leading singularity in $U$. It is sufficient to calculate the singular behavior of $U_{nn}$ to obtain the critical properties of $U$ and of the specific heat $C$. 


1. Long-distance bonds with uniform interaction strengths

We first consider the case with no distance dependence in the strengths of the long-range bonds, $\sigma = 0$. Here $K_q = J_0$ for all $q$ and after any number of renormalization-group transformations, where $J_0$ is the value of $J$ in the original system. The recursion relation for $J$ in the closed subspace $H_B = H_S = 0$ is

$$J' = J_0 + \ln(\cosh 2J). \quad (32)$$

There are three types of behavior possible for the renormalization-group flows, as illustrated in Fig. 6. For $J_0$ greater than a critical value $J_c$ (Fig. 6a), the flows go to the ordered phase sink $J^* = \infty$. For $J_0 \leq J_c$ (Fig. 6b,c) the flows go to a continuous line of fixed points $J^*(J_0)$, with a distinct fixed point for each starting interaction $J_0$. When $J_0 = J_c$, exactly, the $J'(J)$ curve touches tangentially the straight line $J' = J$ at $J^*(J_c)$, as shown in Fig. 6b). This fact allows us to solve for $J^*(J_c)$ and $J_c$ exactly:

$$J^*(J_c) = \frac{1}{4} \ln 3, \quad J_c = \ln \frac{3^{3/4}}{2}. \quad (33)$$

Thus the system is conventionally ordered below the critical temperature $T_c = 1/J_c = 7.645$. To understand the novel high-temperature phase above $T_c$, we look at the recursion matrix $\mathbf{W}^*$ evaluated along the line of fixed points, $J^*(J_0)$ for $J_0 \leq J_c$. The form of the matrix is as in Eq. $24$, with $u = \tanh 2J^*(J_0)$ and $v = 1 + \text{sech}^2 2J^*(J_0)$. Since $J^*(J_0)$ has the maximum value of $(\ln 3)/4 = 0.275$ for $J_0 = J_c$ and tends to zero as $J_0$ increases, $0 \leq u \leq 1/2$, $7/4 \leq v \leq 2$. The left eigenvector of $\mathbf{W}^*$ with eigenvalue $b^d$ is

$$\mathbf{V}^* = (1, u_{nn} = \frac{u}{2 - u}, M_B = 0, M_S = 0, \chi_{BB} = \infty, \chi_{BS} = \infty, \chi_{SS} = \infty). \quad (34)$$

It follows that, in the high-temperature phase, $M_B = M_S = 0$ and that the susceptibilities $\chi_{BB}, \chi_{BS}, \chi_{SS}$ are infinite. Because the renormalization-group flows go to a line of fixed points ending at the critical point $J^*(J_c)$, the correlation length is infinite throughout the phase and the correlations have power-law decay, characteristics which are typically seen just at $T = T_c$. (In contrast, the low-temperature ordered phase has the usual exponential decay of correlations.) This type of behavior, with a transition between phases with finite and infinite correlation lengths, was first seen in the Berezinskii-Kosterlitz-Thouless phase transition $22, 23, 24$, though with an important difference: There the algebraic order was in the low-temperature phase, while here it is the high-temperature phase that has this feature.

We now turn to the critical behavior of the system in the ordered phase, as $T \to T_c$ from below. For small negative $t = (T - T_c)/T_c = (J_c - J_0)/J_0$, we have $J_0 = J_c + \delta$, where $\delta = J_c |t|$. As can be seen from Fig. 6a, a renormalization-group flow starting at $J_0$ spends a large number of iterations in the vicinity of $J^*(J_c) = (\ln 3)/4$, before escaping to the ordered phase sink at $J^* = \infty$. If $n_0$ is the number of iterations initially required to get $J$ close to $J^*(J_c)$ and $n^*$ is the number of iterations where $J \approx J^*(J_c)$, then as $\delta \to 0$, $n_0$ remains constant, while $n^* \to \infty$. The dependence of $n^*$ on $\delta$ (and hence on $|t|$) determines the critical singularities. For a typical critical point, $n^* \sim (\ln \delta)/(y_T \ln b)$. However, in our case, at $J^*(J_c)$ the eigenvalue exponent $y_T = 0$, and it turns out that $n^* \sim \delta^{-1/2}$. We show this as follows: After $n_0$ iterations, the flow is at $J$ near $J^*(J_c)$, with $J < J^*(J_c)$. 

FIG. 6: Three possible behaviors of the renormalization-group flows of the $p = 1$ network with uniform long-range bonds. The curve in each diagram is the recursion $J'(J)$ from Eq. $22$, with the straight line $J' = J$ also drawn for reference. Intersections of the curve with the straight line are fixed points. The flows are given by the staggered line, with successive values of $J'$ corresponding to where the staggered line touches the curve. Only the dotted fixed points are physically accessible. The inset on the right shows the continuous line of fixed points $J^*(J_0)$ as a function of $J_0$. 


It then takes \( n^*/2 \) iterations to get \( J \) almost exactly at \( J^* (J_c) \), and another \( n^*/2 \) iterations to get \( J \) a significant distance away from \( J^* (J_c) \), namely to \( J - J_c \sim O(1) \). Considering the latter half of this flow, we expand the recursion relation for \( J \), Eq. (22), around \( J^* (J_c) \),

\[
J' - J^* (J_c) = \delta + (J - J^* (J_c)) + \frac{3}{2} J (J - J^* (J_c)) ^ 2 - (J - J^* (J_c)) ^ 3 + \ldots. \tag{35}
\]

Starting with \( J = J^* (J_c) \), from Eq. (35), we obtain series expressions for \( J^{(i)} \), the interaction after \( i \) renormalization-group steps:

\[
J^{(1)} - J^* (J_c) = \delta \]
\[
J^{(2)} - J^* (J_c) = 2\delta + \frac{3}{2} \delta^2 - \delta^3 + \ldots \]
\[
\ldots
\]
\[
J^{(n)} - J^* (J_c) = n\delta + \frac{1}{4} (n - 1) n (n - 1) \delta^2 + \frac{1}{80} (n - 3) (n - 1) n (2n^2 - 29n + 2) \delta^3 + \ldots\tag{36}
\]

For \( n \ll \delta^{-1/2} \), the first term in the series for \( J^{(n)} - J^* (J_c) \) is dominant, and the distance increases very slowly as \( J^{(n)} - J^* (J_c) \sim n\delta \). For large \( n \), the \( n \)th term in the series \( \sim n^{2^n \delta^1} \). Thus, when \( n \) is of the order \( \delta^{-1/2} \), \( J^{(n)} - J^* (J_c) \) begins to increase significantly. From this we can deduce that \( n^* \) scales like \( \delta^{-1/2} \).

We can now proceed to find the critical behaviors for the correlation length, thermodynamic densities, and response functions. By iterating the recursion relation for the correlation length, \( \xi = b\xi' \), \( \xi = b^{n^* + n_0} \xi^{(n_0 + n_0)} \), where \( \xi^{(n)} \) is the correlation length after \( n \) renormalization-group steps. The singularity in \( \xi \) as \( \delta \to 0 \) comes from the \( b^n \) factor,

\[
\xi \sim b^n \sim e^{c n_0^{1/2}} \equiv e^{c \sqrt{n}}, \tag{37}
\]

where \( n^* \sim C\delta^{-1/2} \) for some constant \( C \), and \( A = C/\sqrt{J_c} \).

From Eqs. (22), (23), we extract the critical behaviors of the internal energy, magnetizations, and susceptibilities: The nearest-neighbor contribution to the internal energy \( U_{nn} \) transforms as

\[
U_{nn} = b^{-d} \partial G' / \partial J + b^{-d} U_{nn}' \partial J' / \partial J. \tag{38}
\]

Since \( \partial G' / \partial J \) is analytic, the singularity of \( U_{nn} \) must reside in \( U_{nn}^{\text{sing}} = b^{-d} U_{nn}' \partial J' / \partial J \). Iterating over \( n_0 + n^* \) renormalization-group steps,

\[
U_{nn}^{\text{sing}} = b^{-(n_0 + n^*)} U_{nn}^{(n_0 + n^*)} \prod_{i=1}^{n_0 + n^*} \partial J' / \partial J |_{J = J^{(i)}},
\]

where \( b = 2 + \tanh 2J \). Since there is no singular behavior in \( G' \) and \( U_{nn}^{\text{sing}} \) is analytic in \( J \), the internal energy \( U_{nn}^{\text{sing}} \) decreases exponentially to zero as \( |t| \to 0 \).

The susceptibilities \( \chi_{BB}, \chi_{BS}, \chi_{SS} \) recur as

\[
(\chi_{BB}, \chi_{BS}, \chi_{SS}) = \frac{(2 + 2u)^2}{\sqrt{6u(1 + u)}} \sqrt{\frac{3u^2}{2}} \chi_{SS} \chi_{BS} \chi_{BB}
\]

and

\[
+ b^{-d} (G', U_{nn}^{(n_0 + n^*)}) \left( \begin{array}{ccc} 2 + 2u & 3u^2/2 & \sqrt{\frac{2}{1}} \\ 0 & 0 & 1 \end{array} \right)
\]

where \( v = 1 + \sech 2J \). Since there is no singular behavior in \( G' \) and \( U_{nn}^{\text{sing}} \to 0 \) as \( |t| \to 0 \), only the first term in Eq. (40) contributes to the divergent singularity of the susceptibilities. Iterating over \( n_0 + n^* \) steps,

\[
(\chi_{BB}, \chi_{BS}, \chi_{SS})^{\text{sing}} \sim b^{-(n_0 + n^*)} d\left( (\chi_{BB}^{(n_0 + n^*)}, \chi_{BS}^{(n_0 + n^*)}, \chi_{SS}^{(n_0 + n^*)}) \cdot v \right) b^{2n^*} y_H \cdot R, \tag{46}
\]

where \( b^{2n^*} = (2 + 2 \tanh 2J)^2 \) is the largest eigenvalue of the \( 3 \times 3 \) derivative matrix in Eq. (45) evaluated at \( J^* (J_c) \), \( v \) the corresponding normalized eigenvector, and \( R \) the product of the derivative matrices for the first
having the maximum value of $T \sigma_p$ depends on the exponent $\infty$ fixed points of the renormalization-group transformation $T$ for temperatures close enough to $J \sigma J$, the specific heat (Eq. (41)) is invisible in the plot, the function and all its derivatives being continuous at $T$, with the rounded analytic peak occurring in the phase opposite to the algebraic phase, namely in the ordered phase at lower temperature. This behavior of the specific heat also occurs in the XY model undergoing a Berezinskii-Kosterlitz-Thouless phase transition, as seen in Fig. 5 of Ref. [4]. In the latter case, opposite to the algebraic phase, the phase in which the rounded analytic peak occurs is the disordered phase at higher temperature. In the XY model, the physical meaning of the high-temperature rounded peak is the onset of short-range order within the disordered phase. In our current system, the physical meaning of the low-temperature rounded peak is the saturation of long-range order that occurs unusually away from criticality, due to the essential critical singularity of the magnetization, which corresponds to a critical exponent $\beta = \infty$ and the unusual flat onset of the magnetization, as seen in Fig. [4].

2. **Long-distance bonds with decaying interaction strengths**

For $\sigma > 0$, the long-range bond strengths $K_q = J_0 q^{-\sigma}$ and thus at the $n$th renormalization-group step $K_1^{(n)} = J_0 (n + 1)^{-\sigma}$. The interaction strength $J^{(n)}$ in the closed subspace $H_B = H_S = 0$ is given by the recursion relation

$$J^{(n)} = J_0 n^{-\sigma} + \ln(\cosh 2J(n-1)),$$

(48)

where $J^{(0)} = J_0$. The critical temperature $T_c$ now depends on the exponent $\sigma$, as shown in top curve of Fig. [8], having the maximum value of $T_c = 7.645$ at $\sigma = 0$ and decreasing with increasing $\sigma$ to $T_c = 2.744$ at $\sigma = \infty$, where the system reduces to a nearest-neighbor, next-nearest-neighbor model.

When the number of renormalization-group steps $n \to \infty$, the $J_0 n^{-\sigma}$ term in Eq. (48) goes to zero, so that the fixed points of the renormalization-group transformation are those of the $p = 0$ case analyzed in Sec. III.A. Thus for temperatures close enough to $T_c$, satisfying $|t| \ll \tau$ for some crossover value $\tau$, we expect to observe the $p = 0$ critical behavior. However, the width $\tau$ of the critical region varies with $\sigma$, becoming extremely narrow as $\sigma \to 0$. For a thermodynamic quantity scaling as $|t|^x$ inside the critical region ($x$ being one of the $p = 0$ exponents), the general scaling behavior for small $|t|$ not necessarily in the critical region is $|t|^{x + f_x(t)}$, where $|f_x(t)| \ll |x|$ when $|t| \ll \tau$, and the form of $f_x(t)$ may depend on $\sigma$.

In the following, we derive the leading order contribution to $f_x(t)$ for the various physical properties of the system, also determining the size of the critical region $\tau$.

If the system is at its critical temperature, $J_0 = J_c$, the interaction strength under repeated renormalization-group iterations, $J^{(n)}$ for $n \to \infty$, goes to the $p = 0$ critical fixed point, which we will label $J_{c0}$ and whose value...
where in Eq. (48), we consider for $J^{(n)}_c$ is given by Eq. (16). Let us denote this renormalization-group flow as $J^{(n)}_c$, so that $J^{(0)}_c = J_c$ and $\lim_{n \to \infty} J^{(n)}_c = J_{c0}$. Now if we start instead at a temperature very close to critical, $J_0 = J_c - J_c t$ for small $|t|$, $J^{(n)}_c$ stays near $J^{(n)}_c$ for a large number of iterations $n^*$, before veering off to either the ordered or disordered sink. The dependence of $n^*$ on $|t|$ is a key to the crossover behavior of the system. The difference $J^{(n)}_c - J^{(n)}_c$ satisfies the recursion relation

$$J^{(n+1)}_c - J^{(n+1)}_c = b^{y_T(n)} (J^{(n)}_c - J^{(n)}_c),$$

where

$$b^{y_T(n)} = \left. \frac{\partial J^{(n+1)}_c}{\partial J^{(n)}_c} \right|_{J^{(n)}_c = J^{(n)}_c} = 2 \tanh 2J^{(n)}_c.$$  \hspace{1cm} (50)

Iterating Eq. (50),

$$J^{(n+1)}_c - J^{(n+1)}_c = b^{y_T(n)}(J_0 - J_c) = b^{y_T(n)}(-J_c t).$$ \hspace{1cm} (51)

Since $J^{(n)}_c - J^{(n)}_c \sim O(1)$,

$$b^{\sum_{k=0}^{n^*} y_T(k)} \sim |t|^{-1} \quad \text{and} \quad \sum_{k=0}^{n^*} y_T(k) \sim -\frac{\ln |t|}{\ln b},$$ \hspace{1cm} (52)

In order to find $n^*$, we need to determine $y_T(n)$. From the fact that $\lim_{n \to \infty} J^{(n)}_c = J_{c0}$ and the recursion relation in Eq. (49), we consider for $J^{(n)}_c$ the large $n$ form of

$$J^{(n)}_c = J_{c0} - B n^{-\sigma} + \cdots.$$ \hspace{1cm} (53)

Substitution into Eq. (49) yields

$$B = \frac{J_0}{2 \tanh 2J_{c0} - 1}.$$ \hspace{1cm} (54)

Eqs. (53), (51) can also be obtained by expanding the recursion relation around $J_{c0}$,

$$J^{(n)}_c - J_{c0} = J_0 n^{-\sigma} + 2 \tanh 2J_{c0}(J^{(n-1)}_c - J_{c0}),$$ \hspace{1cm} (55)

and summing the series derived from iterating Eq. (54). Substituting into Eq. (55),

$$y_T(n) = y_T(0) - C n^{-\sigma} + \cdots,$$ \hspace{1cm} (56)

where $y_T(0) = \ln(2 \tanh 2J_{c0})/\ln b = 0.747$ is the $p = 0$ thermal eigenvalue exponent and $C = 1.498 J_0$. For use below, we also deduce the magnetic exponents $y_H(n)$,

$$b^{y_H(n)} = \frac{\partial H^{(n+1)}_B}{\partial H^{(n)}_B} \bigg|_{H^{(n)}_B = H_B^{(n)} = 0} = 2 + 2 \tanh 2J^{(n)}_c,$$

$$y_H(n) = y_{H0} - D n^{-\sigma} + \cdots.$$ \hspace{1cm} (57)

where $y_{H0} = \ln(2 + 2 \tanh 2J_{c0})/\ln b = 1.879$ is the $p = 0$ magnetic eigenvalue exponent and $D = 0.683 J_0$.

From Eq. (50), we evaluate $\sum_{k=0}^{n^*} y_T(k)$ for large $n^*$,

$$\sum_{k=0}^{n^*} y_T(k) \sim \begin{cases} n^* y_T(0) - C n^* - 1 - \sigma, & 0 < \sigma < 1, \\ n^* y_T(0) - C \ln n^*, & \sigma = 1, \\ n^* y_T(0) - C \zeta(\sigma), & \sigma > 1. \end{cases}$$ \hspace{1cm} (58)

For $\sigma \geq 1$, the $n^* y_T(0)$ term is clearly dominant for large $n^*$, so that, from Eq. (52),

$$n^* \sim \frac{1}{y_T(0)} \ln \frac{|t|}{\ln b} = n_0^* \quad (\sigma \geq 1).$$ \hspace{1cm} (59)

This expression for $n^*$ leads to the same critical exponents we found in the $p = 0$ case. On the other hand, for the slow decay of $0 < \sigma < 1$, Eq. (52) becomes

$$n^* y_T(0) - C n^* - 1 - \sigma \sim -\frac{\ln |t|}{\ln b}. \hspace{1cm} (60)$$

Writing $n^* = n_0^* + \delta n$, the leading order contribution to $\delta n$ is found,

$$n^* = n_0^* + \frac{C n_0^* - 1 - \sigma}{(1 - \sigma) y_T(0)} + \cdots \quad (0 < \sigma < 1). \hspace{1cm} (61)$$

This expression for $n^*$ when $0 < \sigma < 1$ yields the leading-order corrections to $p = 0$ in the critical behavior of the correlation length, internal energy, specific
heat, magnetizations, and susceptibilities:

\[ \xi \sim b^n \sim |t| \frac{1}{y T_0} \left( \frac{r_{\sigma} \tau}{(1-\sigma) y T_0} \right)^{-\sigma}, \]

\[ U_{\text{sing}} \sim b^{-n^d+\sum_{k=0}^{\infty} y U(k)} \sim |t| \frac{d-y T_0}{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma}, \]

\[ C_{\text{sing}} \sim |t| \frac{d-2 y T_0}{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma}, \]

\[ M_B, M_S \sim b^{-n^d+\sum_{k=0}^{\infty} y U(k)} \sim |t| \frac{d-y T_0}{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma}, \]

\[ \chi_{BB}, \chi_{BS}, \chi_{SS} \sim b^{-n^d+2\sum_{k=0}^{\infty} y H(k)} \sim |t| \frac{d-y T_0+2 d y T_0}{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma}. \]

(62)

All the critical behavior expressions in Eqs. (62) have the form

\[ |t|^{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-(\sigma-\epsilon)}, \]

where \( x \) is the appropriate \( p = 0 \) exponent and \( E \) is a non-universal (i.e., \( J_0 \)-dependent) constant \( \sim O(1). \) For temperatures \( |t| < t_\tau, \) the leading-order correction term in the exponent should be negligible,

\[ \frac{1}{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma} \lesssim \epsilon, \]

(63)

for some small quantity \( \epsilon, \) giving an estimate for \( \tau \) as \( \sigma \to 0, \)

\[ \tau \approx b^{-(\epsilon(1-\sigma) y T_0)} \]

(64)

With decreasing \( \sigma \) the critical region \( \tau \) becomes rapidly infinitesimal. For example, with \( \sigma = 1/2 \) and \( \epsilon = 10^{-1}, \)

\[ \tau \approx 10^{-289}. \]

The above corrections to critical behavior are illustrated in Fig. 9 where we plot numerically calculated effective exponents in \( M_{BB}/\ln |t| \) and \( \ln \chi_{BB}/\ln |t| \) as a function of \( |t| \) for several values of \( \sigma. \) It is clear that for \( \sigma \ge 1, \) the effective exponents quickly converge to the horizontal lines showing the actual asymptotic exponents. The convergence when \( \sigma < 1 \) is much slower, due to the \( |t|^{(1-\sigma) y T_0} \left( \frac{\ln |t|}{\ln b} \right)^{-\sigma} \) correction to asymptotic universal critical behavior. In Fig. 10 we explicitly show for the case \( \sigma = 0.6 \) the magnetizations and susceptibilities asymptotically approaching the scaling forms of Eq. (62) for small \( |t|. \)

C. Critical Properties of the System with Long-Range Quenched Randomness, 0 < p < 1

1. Exact renormalization-group transformation for quenched probability distributions

When \( 0 < p < 1, \) there is long-range quenched randomness in the network, and the renormalized system will have an inhomogenous distribution of all interaction constants. The renormalization-group transformation needs be formulated in terms of quenched probability distributions \( \Gamma_{ij}. \) First consider the decimation transformation effected on the cluster of Fig. 11 with nonuniform interaction constants. The recursion relations for \( J_{i'j'}, H_{i'j'}^{B'}, H_S', \) and \( G_{i'j'}' \) are the locally differentiated versions of Eq. (27).

\[ J'(i'j') = J'(i'k_1j') + J'(i'k_2j') + K_1(i'j'), \]

\[ J'(i'k_1j') = \frac{1}{4} \ln \left( R_{i'k_1j'} R_{i'k_2j'} R_{i'k_3j'} R_{i'k_4j'} \right), \]

\[ H_B'(i'j') = H_B'(i'k_1j') + H_B'(i'k_2j') + H_S'(i'), \]

\[ H_B'(i'k_1j') = \frac{1}{4} \ln \left( R_{i'k_1j'} R_{i'k_2j'} R_{i'k_3j'} R_{i'k_4j'} \right), \]

\[ G'(i'j') = G'(i'k_1j') + G'(i'k_2j'), \]

\[ G'(i'k_1j') = \frac{1}{4} \ln \left( R_{i'k_1j'} R_{i'k_2j'} R_{i'k_3j'} R_{i'k_4j'} \right), \]

\[ K_q' = K_{q+1}, \quad q = 1, 2, \ldots, \]

(65)

FIG. 9: The calculated effective exponent of the magnetization \( M_B \) and magnetic susceptibility \( \chi_{BB}, \) as a function of \( |t| \) for \( t = \pm \sqrt{E} < 0 \) and \( p = 1. \) Curves for several values of \( \sigma, \) the exponent for the decay of the long-range bond strengths, are shown. The horizontal dashed line in the upper graph corresponds to the actual critical exponent for the susceptibility, \( -\gamma = (2 y H_0 - d)/y T_0 = -2.353, \) while the dashed line in the lower graph corresponds to the actual magnetization exponent, \( \beta = (d - y T_0)/y T_0 = 0.162. \)
where $R_{++}, R_{--},$ and $R_{+-}$ along path $(i'k'j')$ are given by the locally differentiated versions of Eq. (55),

$$
R_{++} = x_1 x_2 y_1 y_2 z + x_1^{-1} x_2^{-1} z^{-1},
$$
$$
R_{--} = x_1^{-1} x_2^{-1} z + x_1 x_2 y_1^{-1} y_2^{-1} z^{-1},
$$
$$
R_{+-} = x_1 x_2^{-1} y_1 z + x_1^{-1} x_2 y_2^{-1} z^{-1},
$$

$$
x_1 = e^{J(i'k')}, x_2 = e^{J(k'j')},
$$
$$
y_1 = e^{2H_B(i'k')}, y_2 = e^{2H_B(k'j')}, z = e^{H_S(k)}.
$$

(66)

If there is no long-range bond connecting $i'$ and $j'$, the equations above hold with $K_1(i'j') = 0$. We shall work in the closed subspace $H_B(ij) = H_S(i) = 0$ for all $i,j$, where the recursion relation for $J'(i'j')$ is a function

$$
J'(i'j') = R(\{J(ij)\}; K_1(i'j')),
$$

(67)

with $\{J(ij)\} = \{J(i'k_1), J(k_1j'), J(i'k_2), J(k_2j')\}$ being the set of interaction constants in the cluster, and $R$ given in Eqs. (55) and (66).

If the interaction constants $J(ij)$ have a quenched probability distribution $P(J(ij))$, and the long-range bonds $K_q(ij)$ have a quenched probability distribution $Q^{(n)}(K_q(ij))$, the distribution $P^{(n)}(J_{i'j'})$ for the rescaled system after $n$ renormalization-group transformations is given by the convolution

$$
P^{(n)}(J'(i'j')) =
\int \prod_{ij} dJ(ij) P^{(n-1)}(J(ij)) dK_1(i'j') Q^{(n-1)}(K_1(i'j')) \delta \left( J'(i'j') - R(\{J_{ij}\}; K_1(i'j')) \right),
$$

(68)

where the product runs over the nearest-neighbor bonds $ij$ in the cluster between $i'$ and $j'$. The long-range bond distribution $Q^{(n)}(K_1(i'j'))$ after $n$ renormalization-group transformations is

$$
Q^{(n)}(K_1(i'j')) = p \delta \left( K_1(i'j') - J_0(n + 1)^{-\sigma} \right) + (1-p) \delta \left( K_1(i'j') \right).
$$

(69)

The convolution in Eq. (68) is implemented numerically, with the probability distribution $P^{(n)}(J_{ij})$ represented by histograms, each histogram consisting of a bond strength and its associated probability. The initial distribution $P^{(0)}(J_{ij})$ is a single histogram at $J_0$ with probability 1. Since Eq. (68) is a convolution of five probability distributions, computational storage limits can be used most effectively by factoring it into an equivalent series of three pairwise convolutions, each of which involves only two distributions convoluted with an appropriate $R$ function. Two types of pairwise convolutions are required, a “bond-moving” convolution with

$$
R_{bm}(J(i_1j_1), J(i_2j_2)) = J(i_1j_1) + J(i_2j_2),
$$

(70)

and a decimation convolution with

$$
R_{dc}(J(i_1j_1), J(i_2j_2)) = \frac{1}{2} \ln \left( \frac{\cosh(J(i_1j_1) + J(i_2j_2))}{\cosh(J(i_1j_1) - J(i_2j_2))} \right).
$$

(71)

Starting with the probability distribution $P^{(n-1)}$, the following series of pairwise convolutions gives the total convolution of Eq. (68): (i) a decimation convolution of $P^{(n-1)}$ with itself, yielding $P_A$; (ii) a bond-moving convolution of $P_A$ with itself, yielding $P_B$; (iii) a bond-moving
convolution of \( \mathcal{P}_B \) with \( \mathcal{Q}^{(n-1)} \), yielding the final result \( \mathcal{P}^{(n)} \).

Because the number of histograms representing the probability distribution increases rapidly with each renormalization-group step, we use a binning procedure \[16\]: before every pairwise convolution, the histograms are placed on a grid, and all histograms falling into the same grid cell are combined into a single histogram in such a way that the average and the standard deviation of the probability distribution are preserved. Histograms falling outside the grid, representing a negligible part of the total probability, are similarly combined into a single histogram. Any histogram within a small neighborhood of a cell boundary is proportionately shared between the adjacent cells. After the convolution, the original number of histograms is reattained.

For the thermodynamic densities \( M_\alpha \), given by

\[
M_\alpha = \frac{1}{N_\alpha} \sum_{ij} \frac{\partial \ln Z}{\partial K_{\alpha}(ij)},
\]

the chain rule yields conjugate recursion relations for the quenched random system,

\[
M_\alpha = b^{-d} \sum_\beta \sum_{i'j'} \frac{1}{N^2_\beta} \frac{\partial \ln Z}{\partial K_{\beta}(i'j')} \sum_{ij} \frac{N_\beta}{N_\alpha} \frac{\partial K_{\beta}(ij')}{\partial K_{\alpha}(ij)},
\]

where the rightmost sum runs over nearest-neighbor bonds \( ij \) in the cluster between sites \( i' \) and \( j' \). As an approximation, this sum is replaced by its average value, so that

\[
M_\alpha \approx b^{-d} \sum_\beta M_{\beta} T_{\beta\alpha}, \quad \text{with} \quad T_{\beta\alpha} = \sum_{ij} \frac{N_\beta}{N_\alpha} \frac{\partial K_{\beta}(ij')}{\partial K_{\alpha}(ij)},
\]

Here the overbar denotes averaging over the probability distributions of the interaction constants in the cluster shown in Fig. 11. Using the recursion relations in Eq. (55), in the subspace \( H_{Bij} = H_S = 0 \),

\[
\mathbf{T} = \begin{pmatrix}
4 & \sum_{i'j'} \frac{\partial \mathcal{Q}(i'j')}{\partial \mathcal{J}(ij)} & 0 & 0 \\
0 & \sum_{i'j'} \frac{\partial \mathcal{Q}(i'j')}{\partial H_B(ij)} & 0 & 0 \\
0 & \sum_{i'j'} \frac{\partial \mathcal{Q}(i'j')}{\partial H_S(ij)} & 0 & 0 \\
0 & \sum_{i'j'} \frac{\partial \mathcal{Q}(i'j')}{\partial H_S(ij)} & 0 & 0 \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
4 & 2\pi & 0 & 0 \\
0 & 2\pi & 0 & 0 \\
0 & 0 & 2 + 2\pi \frac{\beta}{2} & 1 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[\text{FIG. 12: Critical temperature } T_c \text{ as a function of the probability of long-range bonds } p, \text{ plotted for several values of the exponent } \sigma \text{ characterizing the decay of the long-range bond strengths.}\]

where

\[
\begin{align*}
\frac{1}{2}(\tanh(J(i'k_1) + J(k_1j')) & + \tanh(J(i'k_2) + J(k_2j'))), \\
\sinh(J(i'k_1) + J(k_1j')) & \cosh(J(i'k_2) + J(k_2j')) \cosh(J(i'k_2) + J(k_2j'))^{-1}.
\end{align*}
\]

For a fixed probability distribution of the renormalization-group transformation (e.g., Fig. 13), the thermal and magnetic eigenvalues exponents \( y_T \) and \( y_H \) are obtained as

\[
\begin{align*}
b^{y_T} &= \sum_{ij} i'j' \frac{\partial \mathcal{J}(ij)}{\partial \mathcal{J}(ij')} = 2\pi, \\
b^{y_H} &= \sum_{ij} i'j' \frac{\partial H_B(ij')}{\partial H_B(ij)} = 2 + 2\pi.
\end{align*}
\]

2. Results

The quenched random system critical temperatures \( T_c(p) = J_c^{-1}(p) \) are shown as a function of \( p \), in Fig. 12 for several values of the decay exponent \( \sigma \). For any \( \sigma > 0 \), in renormalization-group trajectories starting near \( T_c \), the probability distribution \( \mathcal{P}(J(ij)) \) spends many iterations in the vicinity of the unstable critical fixed distribution which is a delta function at \( J_c(p = 0) \), the \( p = 0 \) critical interaction strength given by Eq. (16). Similarly to the results of the \( p = 1 \) case given above, when \( \sigma > 0 \), the critical behavior for all \( p \) is that of \( p \to 0 \), though with a rapidly decreasing critical region as \( p \to 1 \) and \( \sigma \to 0 \).

On the other hand, for \( \sigma = 0 \), a variety of critical behaviors occur as \( p \) ranges from 0 to 1. The unstable critical fixed distribution has a non-trivial structure which
depends on $p$, two examples of which are shown in Fig. 13. The eigenvalue exponents $y_T$ and $y_H$ from the critical fixed distributions change continuously with $p$ (Fig. 14), and with them the critical exponents characterizing the phase transition. As $p$ is increased from zero, both $y_T$ and $y_H$ decrease from their $p = 0$ values, attaining their $p = 1$ values of $y_T = 0$ and $y_H = \ln 3/\ln 2$ at $p = 0.494$. Thus, the system has two distinct regimes of criticalities. For $p < 0.494$ the critical behavior is described by power laws with exponents $\nu = 1/y_T$, $\alpha = (2y_T - d)/y_T$, $\beta = (d - y_H)/y_T$, and $\gamma = (2y_H - d)/y_T$. As $y_T \to 0$ with $p \to 0.494$, the exponents blow up as $\nu \to \infty$, $\alpha \to -\infty$, $\beta \to \infty$, and $\gamma \to \infty$. For $p \geq 0.494$ the critical behavior is that of the $p = 1, \sigma = 0$ case given above, with exponentiated power laws of the thermodynamic quantities, and the high-temperature phase has infinite correlation length. The onset of exponentiated power-law critical behavior at $p = 0.494$, due to the influence of the long-range bonds, in fact corresponds to a change in the geometrical features of the network. As we have noted in Fig. 14 for $p \gtrsim 0.5$ the average path length $\ell$ has a small world character, $\ell \sim \ln N_n$, while for smaller $p$ it increases more rapidly like $N_n^{1/d}$, as in a regular lattice.

The spectrum of critical behaviors for varying $p$ at

FIG. 13: Histograms of the unstable critical fixed probability distributions for $p = 0.2$, $\sigma = 0$ (left column) and $p = 0.7$, $\sigma = 0$ (right column). The bottom panels show the actual histograms (numbering 1,128,002 in each case), while in the top panels the histograms are combined in order to clearly see the outlines of the probability distributions.

FIG. 14: The thermal and magnetic eigenvalues $y_T$ and $y_H$, and the corresponding specific heat and magnetic exponents $\alpha$ and $\beta$, as a function of $p$, for $\sigma = 0$. The probability $p = 0.494$, marking the onset of exponentiated power-law critical behavior, is shown with a dotted line.

FIG. 15: Specific heat calculated for various probabilities $p$, plotted with respect to the normalized temperature $(T - T_c)/T_c$, with $\sigma = 0$. The vertical dotted line corresponds to the critical temperature $T = T_c$. The inset shows a close-up of the specific heat near $T_c$ for $p = 0.06$, showing both the infinite-slope singularity at $T = T_c$, and the analytic peak that appears for $T < T_c$ when $p \gtrsim 0.053$. 
\( \sigma = 0 \) is illustrated in Figs. 13 and 16 for the specific heat and magnetization versus temperature for different values of \( p \). With increasing \( p \) from \( p = 0 \), the low-temperature analytic peak, due to the saturation of long-range order, as mentioned above, appears at \( p \approx 0.053 \), as the low-temperature amplitude of the critical cusp changes sign, and shifts to lower temperatures as \( p \) further increases. At the critical-point singularity, with increasing \( p \) from \( p = 0 \), the specific heat exponent \( \alpha \) continuously decreases from its \( p = 0 \) value of \(-0.677\): The cusp disappears at \( p = 0.105 \) as \( \alpha \) crosses \(-1\), so that the specific heat acquires a continuous slope at criticality, but all higher derivatives remain divergent. The second derivative at criticality also becomes continuous, all higher derivatives remaining divergent, at \( p = 0.249 \) as \( \alpha \) crosses \(-2\). Thus, as \( \alpha \) crosses the consecutive negative integers at \( p = 0.105, 0.249, 0.312, 0.349, \ldots \), the divergence begins at a higher derivative, until the accumulation point at \( p = 0.494 \), where \( \alpha \) reaches \(-\infty\), and the essential singularity occurs for the higher values of \( p \).

In the magnetization, with increasing \( p \) from \( p = 0 \), the critical exponent \( \beta \) continuously increases from its \( p = 0 \) value of \( 0.162 \). Thus, the slope at criticality changes from infinity to zero at \( p = 0.363 \) as \( \beta \) crosses \( 1 \), but all higher derivatives of the magnetization remain divergent. The second derivative at criticality also becomes zero, all higher derivatives remaining divergent, at \( p = 0.424 \) as \( \beta \) crosses \( 2 \). At each crossing of a positive integer by \( \beta \), at \( p = 0.363, 0.424, 0.446, 0.457, \ldots \), the zeros extend to one higher derivative and the divergence begins at one higher derivative, until the accumulation point at \( p = 0.494 \), where \( \beta \) reaches \( \infty \), and the essential singularity occurs for the higher values of \( p \).

\[ P_{r,r'} = \binom{2m-1}{r} \binom{2m-1-r}{r'} p^{r+r'} (1-p)^{2m-2-r-r'} \]  

(A1)

For a given \( r \) and \( r' \), the site has \( k_{r,r'} = 2m + r + r' \) connected sites, so its average clustering coefficient is

\[ C_m = \sum_{r=0}^{2m-1-2} \sum_{r'=0}^{m-1-2} \frac{P_{r,r'} B_{r,r'}}{k_{r,r'} (k_{r,r'} - 1)/2} \]  

(A2)

where \( B_{r,r'} \) is the average number of bonds which actually exist among the \( k_{r,r'} \) sites connected to the original site. Each of the \( r \) bonds of the first category contributes two to \( B_{r,r'} \), as can be seen in Fig. 17 where there are nearest-neighbor bonds connecting every square site to two of the \( 2m \) filled circle sites. There are \( \binom{r+r'}{2} \) ways of choosing pairs among the \( r + r' \) neighbors connected to the main site by long-range bonds, but of these pairs, only a fraction \( (2m-3)/(2m-2) \) corresponds to possible long-range bonds between those neighbors, and of these possible bonds on average only a fraction \( p \) will actually exist. So the total expression for \( B_{r,r'} \) is

\[ B_{r,r'} = 2r + p \binom{r+r'}{2} \frac{2m-3}{(2m-2)} \]  

(A3)

Putting together Eqs. (A1)–(A3) yields the expression for \( C_m \) in Eq. (I).
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**APPENDIX A: DERIVATION OF NETWORK CHARACTERISTICS**

1. **Average clustering coefficient \( C_m \)**

Consider a site in the infinite lattice with \( k_{m} = 2^m \), \( k_{id} = 2^m - 2 \), and \( m > 1 \), its possibly connected sites, and all possible bonds among those sites. The \( m = 4 \) case is shown in Fig. 17. To calculate the average clustering coefficient \( C_m \) of such a site, we must consider the various configurations of long-range bonds among the possibly connected sites. The \( 2^m - 2 \) potential long-range bonds emanating from the original site we divide into two categories: the \( 2^m - 1 \) “shortest” ones (to the sites marked as squares in Fig. 17), and the remaining \( 2^m - 1 - 2 \) bonds (to the sites marked as triangles in Fig. 17). The probability for \( r \) bonds of the first category and \( r' \) bonds of the second category is

\[ P_{r,r'} = \binom{2^m-1}{r} \binom{2^m-1-r}{r'} p^{r+r'} (1-p)^{2^m-2-r-r'} \]  

(A1)

For a given \( r \) and \( r' \), the site has \( k_{r,r'} = 2^m + r + r' \) connected sites, so its average clustering coefficient is

\[ C_m = \sum_{r=0}^{2^m-1-2} \sum_{r'=0}^{m-1-2} \frac{P_{r,r'} B_{r,r'}}{k_{r,r'} (k_{r,r'} - 1)/2} \]  

(A2)

where \( B_{r,r'} \) is the average number of bonds which actually exist among the \( k_{r,r'} \) sites connected to the original site. Each of the \( r \) bonds of the first category contributes two to \( B_{r,r'} \), as can be seen in Fig. 17 where there are nearest-neighbor bonds connecting every square site to two of the \( 2^m \) filled circle sites. There are \( \binom{r+r'}{2} \) ways of choosing pairs among the \( r + r' \) neighbors connected to the main site by long-range bonds, but of these pairs, only a fraction \( (2^m-3)/(2^m-2) \) corresponds to possible long-range bonds between those neighbors, and of these possible bonds on average only a fraction \( p \) will actually exist. So the total expression for \( B_{r,r'} \) is

\[ B_{r,r'} = 2r + p \binom{r+r'}{2} \frac{2^m-3}{(2^m-2)} \]  

(A3)

Putting together Eqs. (A1)–(A3) yields the expression for \( C_m \) in Eq. (I).
2. Average shortest-path length $\ell_n$

Let us denote the set of sites making up the lattice after $n$ construction steps as $L_n$. Then the average shortest-path length for $L_n$ is defined to be:

$$\ell_n = \frac{S_n}{N_n(N_n - 1)/2},$$ \hspace{1cm} (A4)

where

$$S_n = \sum_{i,j \in L_n} d_{ij},$$ \hspace{1cm} (A5)

and $d_{ij}$ is the length of the shortest path between sites $i$ and $j$. For the cases $p = 0$ and $p = 1$, the lattice has a self-similar structure that allows one to calculate $\ell_n$ analytically. As shown in Fig. 18, the lattice $L_{n+1}$ in these cases is composed of four copies of $L_n$ connected at the edges, which we label $L_n^{(1)}$, $\alpha = 1, \ldots, 4$. We can write the sum over all shortest paths $S_{n+1}$ as

$$S_{n+1} = 4S_n + \Delta_n,$$ \hspace{1cm} (A6)

where $\Delta_n$ is the sum over all shortest paths whose endpoints are not in the same $L_n$ branch. The solution of Eq. (A6) is

$$S_n = 4^{n-1}S_1 + \sum_{m=1}^{n-1} 4^{n-m-1}\Delta_m.$$ \hspace{1cm} (A7)

The paths that contribute to $\Delta_n$ must all go through at least one of the four edge sites ($A$, $B$, $C$, $D$) at which the different $L_n$ branches are connected. The analytical expression for $\Delta_n$, which we call the crossing paths, are found below for $p = 0$ and $p = 1$.

---

**FIG. 18:** For $p = 0$ or $p = 1$, the lattice after $n+1$ construction steps, $L_{n+1}$, is composed of four copies of $L_n$ connected to one another as above. The $p = 1$ case is shown above; for $p = 0$ the horizontal long-range bond is absent.

---

**FIG. 17:** The open circle on top represents a site with $k_{2n} = 2^m$, $k_{2n+2} = 2^m - 2$, for $m = 4$, and the figure shows all possible neighbors of this site, together with the possible bonds among those neighbors. The $2^m$ sites connected to the top site by nearest-neighbor bonds are drawn as filled circles, the $2^{m-1}$ sites potentially connected to the top site by the shortest long-range bonds are drawn as squares, and the other $2^{m-1} - 2$ potential neighbors as triangles.

---

**a. Crossing paths $\Delta_n$ for $p = 0$**

Let $\Delta_n^{\alpha,\beta}$ denote the sum of all shortest paths with endpoints in $L_n^{(\alpha)}$ and $L_n^{(\beta)}$. If $L_n^{(\alpha)}$ and $L_n^{(\beta)}$ meet at an edge site, $\Delta_n^{\alpha,\beta}$ excludes paths where either endpoint is that shared edge site. If $L_n^{(\alpha)}$ and $L_n^{(\beta)}$ do not meet, $\Delta_n^{\alpha,\beta}$ excludes paths where either endpoint is any edge site. Then the total sum $\Delta_n$ is given by

$$\Delta_n = \Delta_n^{1,2} + \Delta_n^{2,3} + \Delta_n^{3,4} + \Delta_n^{4,1} + \Delta_n^{1,3} + \Delta_n^{2,4} \quad - 2 \cdot 2^{n+1}. \hspace{1cm} (A8)$$

The last term at the end compensates for the overcounting of certain paths: the shortest path between $A$ and $C$, with length $2^{n+1}$, is included in both $\Delta_n^{2,3}$ and $\Delta_n^{4,1}$. Similarly the shortest path between $B$ and $D$, also with length $2^{n+1}$, is included in both $\Delta_n^{1,2}$ and $\Delta_n^{3,4}$.

By symmetry, $\Delta_n^{1,2} = \Delta_n^{2,3} = \Delta_n^{3,4} = \Delta_n^{4,1} = \Delta_n^{1,3} = \Delta_n^{2,4}$, so that

$$\Delta_n = 4\Delta_n^{1,2} + 2\Delta_n^{1,3} - 2 \cdot 2^{n+1}. \hspace{1cm} (A9)$$

$\Delta_n^{1,2}$ is given by the sum

$$\Delta_n^{1,2} = \sum_{i \in L_n^{(1)}, j \in L_n^{(2)}; i,j \neq A} d_{ij}$$

$$\phantom{\Delta_n^{1,2}} = \sum_{i \in L_n^{(1)}, j \in L_n^{(2)}; i,j \neq A} (d_{iA} + d_{Aj})$$

$$\phantom{\Delta_n^{1,2}} = (N_n - 1) \sum_{i \in L_n^{(1)}} d_{iA} + (N_n - 1) \sum_{j \in L_n^{(2)}} d_{Aj}$$

$$\phantom{\Delta_n^{1,2}} = 2(N_n - 1) \sum_{i \in L_n^{(1)}} d_{iA}. \hspace{1cm} (A10)$$
where we have used $\sum_{i \in L_n^{(1)}} d_{iA} = \sum_{j \in L_n^{(2)}} d_{Aj}$. To find $\sum_{i \in L_n^{(1)}} d_{iA}$, we examine the structure of the hierarchical lattice at the $n$th level. $L_n^{(1)}$ contains $\nu_n(m)$ points with $d_{iA} = m$, where $1 \leq m \leq 2^n$, and $\nu_n(m)$ can be written recursively as follows:

$$\nu_n(m) = \begin{cases} 2^n & \text{if } m \text{ is odd}, \\ \nu_{n-1}(m/2) & \text{if } m \text{ is even}. \end{cases} \quad (A11)$$

Expressing $\sum_{i \in L_n^{(1)}} d_{iA}$ in terms of $\nu_n(m)$,

$$f_n = \sum_{j \in L_n^{(1)}} d_{iA} = \sum_{m=1}^{2^n} m\nu_n(m). \quad (A12)$$

Eqs. (A11) and (A12) relate $f_n$ and $f_{n-1}$, allowing the solution of $f_n$ by induction:

$$f_n = \sum_{k=1}^{2^{n-1}} (2k-1)2^n + \sum_{k=1}^{2^{n-1}} 2k\nu_{n-1}(k)$$
$$= 2^{3n-2} + 2f_{n-1}$$
$$= \sum_{k=0}^{n-2} 2^{k}2(3^{(n-k)-2} + 2^{n-1}f_1$$
$$= \frac{1}{3} 2^n(2 + 4^n), \quad (A13)$$

where we have used $f_1 = \nu_1(1) + 2\nu_1(2) = 4$. Substituting Eq. (A13) and $N_n = \frac{3}{2}(2 + 4^n)$ into Eq. (A10),

$$\Delta_n^{1,2} = \frac{1}{9}2^{1+n}(1 + 2^{1+2n})(2 + 4^n). \quad (A14)$$

Proceeding similarly,

$$\Delta_n^{1,3} = \sum_{i \in L_n^{(1)}, j \in L_n^{(3)}} d_{ij}$$
$$\quad \quad = \sum_{i \in L_n^{(1)}, j \in L_n^{(3)}} d_{iA} + 2^n + d_{jB}$$
$$\quad \quad = \sum_{i \in L_n^{(1)}, j \in L_n^{(3)}} d_{iA} + 2^n + d_{jB} + d_{iA} + d_{jA} < 2^n$$
$$\quad \quad + \sum_{i \in L_n^{(1)}, j \in L_n^{(3)}} d_{iD} + 2^n + d_{jC}$$
$$\quad \quad \quad \quad \quad \quad + \sum_{i \in L_n^{(1)}, j \in L_n^{(3)}} 2^{n+1}. \quad (A15)$$

The first and second terms are equal and denoted by $g_n$, and the third term is denoted by $h_n$, so that $\Delta_n^{1,3} = 2g_n + h_n$. The quantity $g_n$ is evaluated as follows:

$$g_n = \sum_{m=1}^{2^n} \nu_n(m)\nu_n(m')(m + 2^n + m')$$
$$= 2^{n-2} \sum_{m=1}^{2^{n-1}-m} \nu_{n-1}(k)\nu_{n-1}(k')(2k + 2^n + 2k')$$
$$+ \sum_{k=1}^{2^{n-1}-m} \nu_{n-1}(k)\nu_{n-1}(k')(2k + 2^n + 2k' - 1)$$
$$+ \sum_{k=1}^{2^{n-1}-m} \nu_{n-1}(k)\nu_{n-1}(k')(2k - 1 + 2^n + 2k' - 1). \quad (A16)$$

The fourth term can be summed directly, yielding

$$8^{n-1}(2^n - 2)(5 \cdot 2^n - 2)/3. \quad (A17)$$

The second and third terms in Eq. (A16) are equal and can be simplified by first summing over $k'$, yielding

$$2^{n-2} \sum_{k=1}^{2^{n-1}-1} \nu_{n-1}(k)(3 \cdot 4^n - 2^n + k^2 - 4k^2). \quad (A18)$$

For use in Eq. (A13), $\sum_{k=1}^{2^{n-1}-1} \nu_{n-1}(k) = N_{n-2} - 2$, and using Eq. (A13),

$$2^{n-1} \sum_{k=1}^{2^{n-1}-1} k\nu_{n-1}(k) = 2^{n-1} \sum_{k=1}^{2^n-1} k\nu_{n-1}(k) - 2^{n-1}$$
$$= 2^{n-1}(4^n - 1)/3. \quad (A19)$$

Analogously to Eq. (A13), we find

$$2^{n-1} \sum_{k=1}^{2^n-1} k^2\nu_{n-1}(k) = \frac{1}{9}2^{2n-3}(14 + 4^n - 3n - 3) - 2^n. \quad (A20)$$

With the latter results, Eq. (A19) becomes

$$8^{n-1}(-23 + 5 \cdot 4^n + 3n)/9. \quad (A21)$$

With Eqs. (A17) and (A21), Eq. (A10) becomes

$$g_n = 2g_{n-1} + 8^{n-1}(-34 - 9 \cdot 2^{n+2} + 25 \cdot 4^n + 6n)/9. \quad (A22)$$

Using $g_1 = 0$, Eq. (A22) is solved inductively:

$$g_n = 2^n(164 - 126 \cdot 4^n - 108 \cdot 8^n + 70 \cdot 16^n$$
$$+ 21 \cdot 4^n)/189. \quad (A23)$$
All that is left to find an expression for $\Delta_{n}^{1,3}$ is to evaluate

$$h_n = 2^{n+1} \sum_{m=1}^{2^n-1} \nu_n(m) \nu_n(2^n - m) = 2^{n+1} \sum_{m=1}^{2^n-1} \nu_n^2(m) = 2^{n+1} \left[ 2^{n-1} \sum_{k=1}^{2^n-1} 4^n + \sum_{k=1}^{2^n-1-2} \nu_n^2(k) \right] = 16^n + 2h_{n-1}, \quad (A24)$$

where the symmetry $\nu_n(m) = \nu_n(2^n - m)$ was used. Using $h_1 = 16$, Eq. (A24) is solved inductively:

$$h_n = 2^{n+3}(8^n - 1)/7. \quad (A25)$$

From Eqs. (A24) and (A25),

$$\Delta_{n}^{1,3} = 2^{n+1}(8 - 18 \cdot 4^n + 10 \cdot 16^n + 3 \cdot 4^n)/27. \quad (A26)$$

Substituting Eqs. (A14) and (A20) into Eq. (A19), we obtain the final expression for the crossing paths $\Delta_n$ when $p = 0$:

$$\Delta_n = 2^{2+n}(-7 + 3(4 + n)4^n + 22 \cdot 16^n)/27. \quad (A27)$$

b. Crossing paths $\Delta_n$ for $p = 1$

In the $p = 1$ case, $\Delta_n$ is

$$\Delta_{n}^{1,2} + \Delta_{n}^{3,3} + \Delta_{n}^{3,4} + \Delta_{n}^{4,1} + \Delta_{n}^{1,3} + \Delta_{n}^{2,4} - 3. \quad (A28)$$

The last term compensates for the overcounting of the shortest path between $A$ and $C$, with length 2, and the shortest path between $B$ and $D$, with length 1.

Again by symmetry, $\Delta_{n}^{1,2} = \Delta_{n}^{3,4}$, $\Delta_{n}^{3,3} = \Delta_{n}^{4,1}$, and $\Delta_{n}^{1,3} = \Delta_{n}^{2,4}$, so that

$$\Delta_n = 2\Delta_{n}^{1,2} + 2\Delta_{n}^{2,3} + 2\Delta_{n}^{3,3} - 3. \quad (A29)$$

We define

$$d_n^{\text{tot}} = \sum_{i \in L_n^{(1)}} d_{iA}, \quad d_n^{\text{near}} = \sum_{i \in L_n^{(1)}, d_A \leq d_B} d_{iA}, \quad N_n^{\text{near}} = \sum_{i \in L_n^{(1)}, d_A \leq d_B} 1, \quad (A30)$$

so that $d_n^{\text{tot}} = d_n^{\text{near}} + d_n^{\text{mid}} + d_n^{\text{far}}$ and $N_n = N_n^{\text{near}} + N_n^{\text{mid}} + N_n^{\text{far}}$. By symmetry $N_n^{\text{near}} = N_n^{\text{far}}$. Thus,

$$\Delta_{n}^{1,2} = \sum_{i \in L_n^{(1)}, j \in L_n^{(2)}, i \neq A, j \neq B} d_{ij} = \sum_{i \in L_n^{(1)}, j \in L_n^{(2)}, i \neq A, j \neq B} (d_{iA} + d_{iB})$$

from Eqs. (A30) and (A20),

$$\Delta_{n}^{3,3} = 2^{n+1}(8 - 18 \cdot 4^n + 10 \cdot 16^n + 3 \cdot 4^n)/27. \quad (A31)$$

The horizontal long-range bond does not affect $\Delta_{n}^{2,3}$, so that Eq. (A10) still holds, $\Delta_{n}^{2,3} = 2(N_n - 1)d_n^{\text{tot}}$. Finally,

$$\Delta_{n}^{3,3} = \sum_{i \in L_n^{(1)}, \neq A, D \neq B} d_{iA} = \sum_{i \in L_n^{(1)}, \neq A, D \neq B} (d_{iA} + d_{iB})$$

The next step is to explicitly determine these quantities.

We consider a site $i \in L_n^{(1)}$ and the shortest-path distances to the edges, $d_{iA}$ and $d_{iD}$. If the site was added
1. Thus, for a given \( m \) by a long-range bond, have \( d \) number of sites added at the \( n \) first construction steps. We denote by \( a \) of \( d \) to the lattice at the shortest-path distance to the left and right edge sites. Sites are labeled by the ordered pairs \( i_A \) and \( i_D \). Similarly, we see this in Fig. 19, where the bonds added earliest. We see this in Fig. 19, where the bonds added earliest.

\[
a_{2,3}^n = \sum_{k=2}^{n-2} 2^{n-1-k} a_{1,2}^k = 2^{n+1}(n-3).
\]  

Similarly,

\[
a_{3,4}^n = \sum_{k=4}^{n-2} 2^{n+1-k} a_{2,3}^k = 2^{n+1}(n-4)(n-5).
\]

Since sites with distances \( m, m+1 \) do not appear before the construction step \( n = 2m \), the sum over \( a_{2,3}^2 \) starts at \( k = 4 \). Proceeding in this manner, for general \( m \geq 1 \) and \( n \geq 2m \),

\[
a_{m,m+1}^n = \sum_{k=2(m-1)}^{n-2} 2^{n+1-k} d_{m-1,m}^k = \frac{2^{m+1}(n-m-1)!}{(m-1)!(n-2m+1)!}.
\]

The value of \( a_{0,1}^n \) is 1 for \( n = 0 \) and 0 for \( n > 0 \). Analogously, for general \( m \geq 2 \) and \( n \geq 2m-1 \),

\[
a_{m,m}^n = \frac{2^{m+1}(n-m-1)!}{(m-2)!(n-2m+1)!}.
\]

The value of \( a_{0,1}^n \) is 2 for \( n = 1 \) and 0 for \( n > 1 \). Thus we obtain the quantities in Eq. A30,

\[
N_{n}^{\text{near}} = \sum_{n'=1}^{\lfloor n/2 \rfloor} \sum_{k=1}^{\lfloor (n'+1)/2 \rfloor} d_{m,m+1}^k = \left(1 + \frac{3}{2}(2^n + 4^n - 2)\right) + \frac{1}{2}(2^n - 2)(2^n + 1)
\]

\[
N_{n}^{\text{mid}} = \sum_{n'=1}^{n} \sum_{k=1}^{\lfloor (n'+1)/2 \rfloor} d_{m,m}^k = \left\{ \frac{3}{2}(2^n - 1)^2 \right\} + \frac{1}{2}(2^n + 1)^2.
\]

\[
d_{n}^{\text{near}} = \sum_{n'=1}^{n} \sum_{k=1}^{\lfloor n'/2 \rfloor} m a_{m,m+1}^k = \left\{ \frac{3}{2}(2^n + 2)(2^n + 3 \cdot 2^n n - 1) \right\} + \frac{1}{2}(2^n - 2)(2^n + 3 \cdot 2^n n + 1)
\]

\[
d_{n}^{\text{mid}} = \sum_{n'=1}^{n} \sum_{k=1}^{\lfloor (n'+1)/2 \rfloor} m a_{m,m}^k
\]

\[
= \left\{ \frac{3}{2}(2^n + 3 \cdot 2^n n + 3(n + 7)4^n + 1) \right\} + \frac{1}{2}(2^n + 3 \cdot 2^n n + 3(n + 7)4^n + 1)
\]

\[
(A37)
\]

where \( \lfloor x \rfloor \) denotes the largest integer \( \leq x \) and the different results for \( n \) even and odd are given consecutively, and

\[
d_{n}^{\text{near}} = \sum_{n'=1}^{n} \sum_{k=1}^{\lfloor n'/2 \rfloor} (m+1) a_{m,m+1}^k = a_{n}^{\text{near}} + N_{n}^{\text{near}}.
\]

FIG. 19: The first three construction steps of the lattice with \( p = 1 \), with the sites labeled by ordered pairs denoting the shortest-path distance to the left and right edge sites.
Substituting the results of Eq. (A37) into Eqs. (A31)-(A32), for $p = 1$,
\[
\Delta_n = \frac{1}{27} [-23 - 8(-2)^n + 8 \cdot 4^n + (104 + 48n)16^n].
\]
(A39)

Substituting Eqs. (A27) and (A38) for $\Delta_m$ into Eq. (A40), and using $S_1 = 8, 7$ for $p = 0, 1$,
\[
S_n = \frac{2^n}{189} \left[ 98 + 27 \cdot 2^n + (42 + 21n)4^n + 22 \cdot 16^n \right]
\]
\[
\frac{1}{28} \left[ 23 + 4(-2)^n + (44 + 6n)4^n + (10 + 12n)16^n \right]
\]
(A40)

Eq. (A30) in Eq. (A4) yields the analytical expressions for $\ell_n$ in Eqs. (7) and (8).