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Abstract. We present experimental evidence for a strong analogy between quasi-2D uniform non-equilibrium steady states (NESS) of excited granular materials and equilibrium thermodynamics. Under isochoric conditions we find that the structure of granular NESS, as measured by the radial distribution function, the bond order parameter, and the distribution of Voronoi cells, is the same as that found in equilibrium simulations of hard disks. Three distinct states are found corresponding to a gas, a dense gas, and a crystal. The dynamics of the dense gas is characterized by sub-diffusive behavior on intermediate time scales (caging). Under isobaric conditions we find a sharp first-order phase transition characterized by a discontinuous change in density and granular temperature as a function of excitation strength. The transition shows rate dependent hysteresis but is completely reversible if the excitation strength changes quasi-statically. All of these behaviors are analogous to equilibrium thermodynamics. The one difference is the velocity distributions, which are well described by

\[
P(c) = \frac{1}{2} \left( 1 + a_2 S_2 (c^2) \right),
\]

in the range \(-2 < c < 2\), where \(c = \nu / \sqrt{2T}\), \(\nu\) is one component of the velocity, \(T\) is the granular temperature, \(\nu_{\text{mb}}\) is a Maxwell-Boltzmann and \(S_2\) is a second order Sonine polynomial. The single adjustable parameter, \(a_2\), is a function of the filling fraction, but not \(T\). For \(|c| \geq 2\), \(P(c) = \exp(-A \times c^{-2})\) as observed in many other experiments.
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INTRODUCTION

According to thermodynamics, the equilibrium state of a system is completely determined by a small number of state variables, for example, the temperature, the pressure, and density. The equilibrium state, which relies on the fact that particle interactions conserve energy, is homogeneous and steady (time-independent). However, in a granular system (collection of macroscopic particles) interactions do not conserve energy. Therefore, the true equilibrium state of the system is one in which all particles are at rest. However, a steady flow of energy into a granular ensemble can produce a steady-state in which the energy input balances the energy loss through collisions [1, 2, 3]. We refer to this as a non-equilibrium steady state (NESS) to emphasize the fact that, although it is time-independent (steady), it is not in equilibrium due to energy flow through the system. Under the appropriate conditions a NESS can also be homogeneous. Here we use laboratory experiments to explore the extent to which a homogeneous NESS is an analog to the equilibrium state of thermodynamics. By analogy with ordinary fluids flows, which are assumed to be locally in thermodynamic equilibrium, this will pave the way for analysis of inhomogeneous time-dependent granular flow by assuming local (in time and space) uniform NESS.

We explicitly test the microscopic structure[1], diffusion[2], and velocity distributions[3] to see how they differ from equilibrium. We examine the phase behavior of the system under constant volume conditions (isochoric) using the bond order parameter. We look for phase transitions under constant pressure (isobaric). To be useful, a granular NESS must be entirely determined by a small number of state variables just as in ordinary thermodynamics. This requirement means that phase transitions must be reversible with no hysteresis under quasi-static parameter changes.

Structure, Diffusion, and Phase: We find [1] that the structure of the uniform granular NESS is identical to the equilibrium state found in Monte Carlo simulations of elastic hard disks from the literature [4]. We find that the state of the system under isochoric conditions is solely determined by the density or filling fraction \(\phi\) with three phases: gas, intermediate, and crystal (Fig. 1). The phase
boundaries, $\phi_l$ (liquidus point) and $\phi_s$ (solidus point) are determined by structure alone [1]. In the gas phase the system is characterized by diffusive behavior. The intermediate phase is the same as that of equilibrium hard sphere/disk systems [5, 6, 7] showing the distinct signature of caging behavior (i.e., subdiffusive behavior at intermediate times, see Fig. 6, followed by diffusive behavior at long times) and is consistent with the hexatic phase in 2D equilibrium hard disks [8]. In the crystalline phase particles do not diffuse and sit in a system-filling hexagonal lattice for all times studied. Under isotropic conditions, we find a discontinuous, first-order phase transition from a disordered gas to an ordered crystal. The state of the system is determined by the strength of the energy input $Q$, the number of particles $N$, and the pressure $P$. $Q$ is analogous to temperature in thermodynamics. The granular temperature $T$ (kinetic energy per particle), and volume $V$ are then determined by $Q$, $N$, and $P$. The transition shows rate-dependent hysteresis as a function of $dQ/dt$, which becomes reversible as the rate slows ($dQ/dt \to 0$).

**Velocity Distribution:** The velocity distributions, however, differ slightly from that of equilibrium systems. They are well described by $P(c) = f_{mb}(1 + a_2c^2)$, in the range $|c| < c^*$, where $c = v/\sqrt{2T}$, $c^* = 2$, $v$ is one component of the velocity, $T$ is the granular temperature, $f_{mb}$ is a Maxwell-Boltzmann, and $S_2$ is a second order Sonine polynomial. The single adjustable parameter, $a_2$, is a function of the filling fraction, but not $T$. For $|c| \geq c^*$, $P(c) \propto \exp(-A \times c^{-3/2})$ as observed in many other experiments [9, 10]. In equilibrium systems, $a_2 = 0$ and $c^* \to \infty$.

In order to test the applicability of equilibrium thermodynamic ideas to granular NESS, we have developed two experimental systems to generate quasi-two-dimensional granular fluids in NESS. In the first, we inject energy in a spatially homogeneous way at constant volume (isochoric) to produce a horizontal 2D *uniformly heated* granular layer [1, 2, 3]. In the second, energy is injected through the bottom boundary into a vertical 2D cell under constant pressure (isobaric).

**Horizontal Isochoric Cell:** In the isochoric cell the main experimental parameter is the filling fraction, $\phi = N[d/(2R)]^2$, where $N$ is the total number of spheres, with diameter $d$ in a cell of radius $R = 50.88mm$. $\phi$ is systematically varied from a single particle to hexagonal close packing. Our experimental apparatus is adapted from a geometry originally introduced by Olaafsen and Urbach [9]. We inject energy into a collection of $d=1.191mm$ stainless steel spheres by sinusoidal vertical vibration using an electromagnetic shaker at a frequency $f$ and dimensionless maximum acceleration, $\Gamma = A(2\pi f^2/g)$, where $A$ is the amplitude of vibration and $g$ is the gravitational acceleration. We typically work within the experimental ranges ($10 < f < 100$)Hz and $1 < \Gamma < 6$. We confine the spheres to a fixed cylindrical volume (cylindrical axis parallel to gravity) using a horizontal stainless steel annulus (85.3d inner diameter) and sandwiched between two glass plates. The thickness of the annulus sets the height of the cell which can be varied from 1.05$d$ to 2.5. The top glass plate is optically flat, but the bottom plate is roughened by sand-blasting generating random structures from 50$\mu m$ to 500$\mu m$. The roughened bottom surface increases the energy injected into the horizontal velocities over a flat surface, as discussed in detail in [3]. It is this innovation, which allows us to study a wider range of filling fractions ($1.4 \times 10^{-4} < \phi < 0.8$) than in previous work. We record the dynamics of the system using high speed photography at 840Hz and track the particle trajectories in a $(15 \times 15)mm^2$ central region to avoid boundary effects (see Fig. 1).

![FIGURE 2. Photographs of a 2D granular layer, with freely floating (isobaric) weight: (a) $\Gamma = 7.90$, $T_{ff'} = 0.12$, crystal. (b) $\Gamma = 8.10$, $T_{ff'} = 0.59$, gas.](http://proceedings.aip.org/proceedings/cpcr.jsp)

We have developed high-precision particle tracking software using two-dimensional least squares minimization of the particle positions, which is able to find 100% of the $N$ particles in the imaging window and resolve the position $\vec{x}(t)$ of a particle $n$ to sub-pixel accuracy at each time step. In our imaging window we were able to achieve resolutions of 1/50 of a pixel (which corresponds to 1$\mu m$). Our algorithm constructs trajectories of the particles allowing the calculation of the particle velocities $\vec{u}(t)$, and other derived quantities.

From these data we measure the filling fraction $\phi$, granular temperature $T = 1/(2N)\sum_{n=1}^{N} \vec{u}(t)$, velocity distributions $P(\vec{v})$, and Voronoi constructions.

**Vertical Isobaric Cell:** In the isobaric system, there are three control parameters, the energy injection strength $Q$, the pressure $P$, and the number of particles $N$. We place $N$ (34–85) monodisperse stainless steel spherical ball bearings of diameter $D = 3.175$ mm in a container $L = 17.5D$ wide by $H = 20D$ tall by $1D$ deep, as shown in Fig. 2. A thin plunger slides...
through a slot at the bottom of the cell and oscillates sinusoidally to excite (heat) the particles from below. As a proxy for \( Q \), the driving is characterized by \( \Gamma \) and \( f \) just as in the horizontal isochoric system. The key difference in this experiment is a freely floating weight that confines the particles from the top, allowing the volume to fluctuate but providing constant pressure conditions \( P = Mg/L = W/L \), where \( W \) is the weight and \( M \) is the mass of the floating weight. The weight not only provides a constant (time-independent) pressure, it also aids in creating a more uniform pressure over the height of the cell. Due to gravity the pressure drop \( \Delta P \) across the granular layer is the weight of the layer \( W_l \) (i.e., \( \Delta P = (P + W_l/L) - P = W_l/L = Nmg/L \), where \( m \) is the particle mass). The average pressure is \( \bar{P} = (P + W_l/L)/2 = (W + W_l)/2L \), and the relative pressure variation is \( \delta P = \Delta P/\bar{P} = 2W_l/(W + W_l) \). Thus, \( 0 < \delta P < 2 \), with the maximum at \( W = 0 \) or no floating weight. We find that for \( W < W_l/2, \delta P > 4/3 \) the inhomogeneity of the pressure leads to other effects, such as surface fluidization as previously seen in similar systems (e.g., [11]). In the current studies \( W \) is always greater than \( W_l \) or \( \delta P < 1 \).

We use the same high-speed digital photography system developed for the isochoric system to measure the positions of the plunger, the weight, and all of the particles in the cell with a relative accuracy of \( 0.04\% \) or approximately \( 1.2 \mu m \) at a rate of \( 840 \text{ Hz} \). We track the particles from frame to frame and assign a velocity to each one, typically \( \sim D/5 \) per frame.

From these data we measure the cell volume, average density and granular temperature (i.e., average kinetic energy per particle). In our study, we focus on the behavior of the system for an integer number of rows, which is initially in a perfect crystalline state. To prepare the system initially in the densest state, we increase \( \Gamma \) to 16 and then slowly lower the acceleration to zero. From this state we increase \( \Gamma \) in 256 steps until \( \Gamma = 16 \) and then decrease in another 256 steps until \( \Gamma = 0 \). At each step we take data. The time for each step is variable but typically 1–10s.

**RESULTS**

We compare the 2D uniformly-heated horizontal isochoric granular NESS described above to equilibrium systems. We focus on three important aspects: structure, diffusion (caging dynamics), and velocity distributions. In this system, three phases emerge depending on the filling fraction \( \phi \) as shown in Fig. 1—gas, intermediate, and crystal. The boundaries of these phases are determined by the orientational structure of the particle as described below.

![FIGURE 3. Experimental (solid) and numerical (dashed, extracted from [4]) curves of the radial distribution functions for 5 values of \( \phi \). The arrow points in the direction of decreasing \( \phi \). Inset: Section of \( g(r) \) curve for \( \phi = 0.6 \).](image)

**Structure:** We identify three key microscopic measures to compare the structure of the isochoric granular NESS to equilibrium system: radial distribution function, bond order parameter, and shape factor [4]. Each one focuses on a different aspect of the structure—the radial distribution on positional order, the bond order parameter on orientational order, and the shape factor on the topology of Voronoi cells. For comparison we used recent Monte-Carlo simulation of hard disks by Moucka and Nezbeda [4]. The validity of Monte-Carlo simulation depends on equilibrium assumptions so this provide a valuable comparison. For more details on these and other measures in our granular NESS see [1].

**Radial Distribution Function:** The radial distribution function \( g(r) \) is a standard way of describing the average positional structure of particulate systems [12]. \( g(r) \) measures the probability that two particle centers are a distance \( r \) apart regardless of orientation. For hard particles there is zero probability that the particles overlap so \( g(r) = 0 \) for \( r < d \), where \( d \) is the diameter of the particles.

In Fig. 3 we plot \( g(r) \) for several \( \phi \). For low filling fractions \( \phi < 0.65 \) we observe fluid-like behavior, and \( g(r) \) has peaks at \( r/d \geq 1, 2 \) and 3, as is commonly seen in hard sphere simulations [12]. The peaks represent correlations in the distances between particles. At higher densities \( 0.65 < \phi < 0.72 \), \( g(r) \) develops a shoulder below the \( r/d = 2 \) peak, which evolves into a distinct peak located at \( r/d = \sqrt{3} \), signifying strong hexagonal packing. For each \( g(r) \) experimental curve in Fig. 3, we have superimposed a corresponding (dashed) curve from the Monte Carlo simulation of equilibrium hard disks of Moucka.
and Nezbeda [4], for identical values of $\phi$. The agreement for $r/d > 1.1$ is so good that most of the numerical curves are hidden by the experimental curves. There are no fitting parameters; the curves only depend on $\phi$, which is measured directly in the experiments and the simulations. The only discrepancies occur for $r/d < 1.1$, as shown in the inset of Fig. 3 for $\phi = 0.60$. This deviation is due to the fact that in granular NESS the system is not composed of 2D disks, but 3D spheres in a thin geometry. This leads to out-of-plane collisions and an apparent particle overlap, since we measure only the 2D projection. This also lowers the measured value of $g(r)$ at contact $g(d)$, which is important in kinetic theories, but the actual value, which can be estimated from the known layer thickness of $1.6d$, is consistent with the equilibrium value. From these measurements the structure of granular NESS is essentially indistinguishable from the equilibrium structure.

**Bond Order Parameter:** The global bond-orientational order parameter $\psi_6^{\text{global}}$ measures the extent to which particles have 6-fold (hexagonal) orientational order regardless of distance. In equilibrium systems angular correlations also arise as $\phi$ is increased [13]. These correlations are quantified by $\psi_6^{\text{global}} = |1/N \sum_{i=1}^{N} 1/M_i \sum_{j=1}^{M_i} e^{i \theta_{ij}}|$, where $N$ is the number of particles in the observation window, $\theta_{ij}$ is the angle between the particles $i$ and $j$ and a fixed reference, and $M_i$ is the number of nearest neighbors of particle $i$, found using the Voronoi construction [14]. $\psi_6^{\text{global}}$ is 0 for random positions and 1 for perfect hexagonal order.

In Fig. 4 we plot the dependence of $\psi_6^{\text{global}}$ on $\phi$. The value of the bond orientational order parameter tends to unity in the crystal phase, but $\psi_6^{\text{global}} \ll 1$ for a disordered phase. Two different phase boundaries: $\phi_l = 0.652$ and $\phi_u = 0.719$ can be identified in Fig. 4 based on the slope of $\psi_6(\phi)$. The experimental behavior is identical to equilibrium behavior, in which a two-step continuous phase transition is observed during 2D crystallization [13]. First, the isotropic fluid phase develops long range angular order creating a hexatic phase, then the hexatic phase develops long range positional order creating a crystalline phase.

**Shape Factor:** To examine the structure in more detail we examine the local topology of Voronoi cells using the shape factor $\zeta$ as defined by Moucka and Nezbeda [4]. The shape factor is a sensitive measure used to quantify structural changes in the fluid-to-crystal transition in 2D. $\zeta$ is defined at the particle level, using Voronoi tessellation, as $\zeta_i = C_i^2/4 \pi S_i$, where $S_i$ is the surface area

![FIGURE 4](image1.png)

**FIGURE 4.** Semi-logarithmic plot of the bond-orientational order parameter, $\psi_6$. The first two lines, I and II, are least squares fits of the form $\psi \sim \exp[A \phi]$ and line III is a linear fit of the form $\psi \sim A \phi$. The dashed and solid vertical lines are located at $\phi_l = 0.652$ and $\phi_u = 0.719$, respectively.

![FIGURE 5](image2.png)

**FIGURE 5.** (Top) Plot for the probability distribution functions of shape factor, $P(\zeta, \phi)$ for 6 values of $\phi$. The two vertical lines located at $\zeta = 1.159$ and $\zeta = 1.25$ divide the Voronoi cell types into 3 classes, A, B and C. Experimental curves are solid and numerical are dashed (extracted from [4]). (Bottom) Fraction of particles in each of the 3 classes A, B and C, (defined in Top panel) as a function of filling fraction.
and $C_1$ the perimeter of the Voronoi cell of the $i$th particle. For circles $\zeta = 1$ and $\zeta > 1$ for all other shapes ($\zeta = 4/\pi \sim 1.273$ for square, $\zeta = \pi/5\tan(\pi/5) \sim 1.156$ for regular pentagons, and $\zeta = 6/\sqrt{3\pi} \sim 1.103$ for regular hexagons). Therefore, $\zeta$ quantifies the topology of the Voronoi cells associated with the individual particles.

In Fig. 5(top) we present a plot of the distribution of shape factors, $P(\zeta, \phi)$ for several $\phi$. We superpose numerical data (dashed lines) from Monte Carlo simulations of equilibrium hard disks [4], for the same values of $\phi$, and find that our experimental results are nearly identical with the numerical simulations with no adjustable parameters. For low $\phi$, $P(\zeta)$ is broad with a flat maximum, representing a random distribution of Voronoi cell types. As $\phi$ is increased, $P(\zeta)$ becomes localized around a maximum, which moves toward lower values of $\zeta$. Eventually, for $\phi > 0.5$ a distinct second maximum appears. At the crystallization point, $\phi_c = 0.719$, the original maximum disappears and the new maximum centered at $\zeta \approx 1.1$, the value for regular hexagons, rises sharply. The two maxima suggest at least two distinct classes of shapes.

To quantify the classes (A, B, and C) we follow the classification scheme proposed by Moucka and Nezbeda, as shown in Fig. 5(top). The boundary between classes A and B is set at the non-zero minimum of $P(\zeta)$ which is only weakly dependent on $\phi$ and has an average value of $\zeta_{min} = 1.159$. The upper $\zeta$ cut-off $\zeta_{cu} = 1.25$ for class B is set so that when the two maxima of $P(\zeta)$ are equal, the number of particles in classes A and B types are equal (i.e., $\int_{\zeta_{min}}^{\zeta_{cu}} P(\zeta) d\zeta = \int_{\zeta_{cu}}^{\zeta_{max}} P(\zeta) d\zeta$).

In Fig. 5(bottom) we plot the fraction of particles of each type $n_A(\phi)$, $n_B(\phi)$, and $n_C(\phi)$ as a function of $\phi$. The plot shows a clear change in the slope of $n_A(\phi)$ and $n_B(\phi)$ at $\phi_c = 0.719$, the onset of crystallization. There are several features of the $n_A(\phi)$ and $n_B(\phi)$ at $\phi_c = 0.719$. However, these features are not sharp and would yield a different value of $\phi_c$. Further, it is not clear why having equal numbers of type A and B is significant. Regardless of the meaning of these features, they are exactly the same for granular NESS and equilibrium hard disk simulations.

**Caging dynamics:** Fig. 1 shows typical single particle trajectories in each of the three phases found in granular NESS. Simple fluid behavior is observed at low $\phi$, characterized by random diffusion (Fig. 1(left)). Above crystallization ($\phi > \phi_c$) the particles are completely confined by their six hexagonally packed neighbors (Fig. 1(right)). In the intermediate phase, both behaviors are seen but on different time scales (Fig. 1(center)). At short times, particles are trapped in cages formed by their neighbors, but they eventually escape to another cage and at long times they diffuse from cage to cage. We use the Mean Square Displacement (MSD) to show that the caging dynamics seen here is qualitatively identical to that of ordinary dense fluid systems like colloids [5, 15] and supercooled liquids [16].

We examine the MSD of the particle to more fully understand the dynamic state of the system and to further compare granular NESS with equilibrium systems. The MSD $M(t) = \langle(\mathbf{x}(t) - \mathbf{x}(0))^2\rangle$, where $\mathbf{x}(t)$ is the position of a particle at time $t$, $\mathbf{x}(0)$ is its initial position, and the brackets $\langle\rangle$ represent ensemble averaging over many realizations. A log-log plot of $M(t)$ for a range of $\phi$ is shown in Fig. 6. Generally, $M(t) \sim t^{\alpha(t)}$, and $\alpha$ is used to characterize the motion. At the shortest times the motion of the particles is ballistic, $\alpha = 2$. They simply move according to $\mathbf{x}(t) = \mathbf{v}_t$, and $M(t) \sim t^2$, which gives a slope of 2 on the log-log plot. At the lowest density (marked with a +) there is only a single particle in the cell, which moves diffusively and the slope of $M(t)$ tends to 1. This shows that the trajectory of a single particle is randomized over the cell.

Three types of behavior are seen in our granular NESS, corresponding to the three snapshots in Fig. 1. At low densities ($\phi < 0.6$, Fig. 1(left)), the particle motion is diffusive. This means that $\alpha \geq 1$ with $\alpha = 1$ at long times. For high densities ($\phi > 0.719$, Fig. 1(right)) the particles are trapped in their crystalline cells, and $M(t)$ becomes a constant value set by the lattice spacing with $\alpha = 0$. However, in the intermediate phase ($0.6 < \phi < 0.719$, Fig. 1(center)) a plateau develops at in-
intermediate times where the motion is sub-diffusive with $0 < \alpha < 1$. This plateau appears just before the liquidus point $\Phi_l = 0.652$ and gradually becomes increasingly visible above $\Phi_l$ (marked as * in Fig. 6 to orient the curves in the phase diagram). This represents the slowing down due to the cage effect as shown in Fig. 1 (center).

This behavior is the same as that seen in equilibrium systems. We have also compared a number of other measures in [2], which show similar agreement with equilibrium systems. In molecular systems this behavior is typically observed indirectly from scattering experiments [15]. In colloids, however, caging motion has been observed directly through microscopy, in both 3D [5] and quasi-2D [6] geometries. A large number of theoretical [17, 18] and numerical [7, 19] studies have set out to further investigate the importance of this heterogeneous dynamics. The relevance of caging in driven granular materials [20, 21] and air-fluidized particle systems [22] has only recently started to be addressed.

**Velocity distributions:** As described above the isochoric granular NESS is nearly identical to its equilibrium counterpart in structure and diffusion. However, there are a few differences. The most important is in the single particle velocity distribution $P(v)$. This distribution is a Maxwell-Boltzmann for equilibrium fluids. $f_{MB}(v) = A \exp \left[ -v^2/(2T) \right]$, where the mass of the particles is set to 1 and $T$ is the equilibrium temperature measured in units of energy (i.e., $T$ is the average kinetic energy per particle). To look for deviation from this in granular NESS, we focus on the distribution of a scaled single component of the velocity $c = v/\sqrt{(2T)}$, where $v$ is the unscaled velocity component and $T$, the granular temperature or average kinetic energy of the particles. In defining $T$ we set the mass to 1 for convenience, so that $T$ is also, the variance of $P(v)$. Then, the normalized Maxwell-Boltzmann distribution in granular material are well established [9, 10]. In particular, we distinguish between deviations at low velocities ($|c| \ll 2$) and at high velocities or tails ($|c| \gg 2$). Previous experiments focused on the tails, which represent less than 0.5% of the velocities. It is seen that experimental distributions exhibit a considerable overpopulation and have been shown to scale as $\exp[-\alpha |c|^2]$, $\gamma = 3/2$. This behavior is in agreement with numerical [23] and theoretical [24] predictions. We see the same behavior as shown in Fig. 7 for many experimental conditions. The double logarithm creates a curve with slope equal to $\gamma$. Even though these tails correspond to events with extremely low probabilities, they increase the variance of the distribution and $T$ and leads to a major discrepancy in the region of high probability in the low velocity portion of the distribution [25] which have, thus far, been greatly overlooked in experimental work.

The velocity distribution is of fundamental importance in kinetic theories of granular material (see e.g., [26]). As a result, there have been many theoretical and numerical studies on velocity distribution in granular NESS [23, 27] in which the steady state velocity distribution has been found to deviate from the Maxwell-Boltzmann distribution. van Noije and Ernst [24] studied these velocity distributions using approximate solutions to the inelastic hard sphere Enskog-Boltzmann equation by an expansion in Sonine polynomials. Their theoretical analysis has been validated by numerical studies in both molecular dynamics [23] and direct simulation Monte Carlo [28, 29]. The use of Sonine corrections is particularly attractive since it leaves the variance of the resulting velocity distribution unchanged but leads to a non-Gaussian fourth moment or kurtosis, $K \neq 3$.

For low velocities ($|c| < 2$), which corresponds to high probability (> 99.5%) the experimental velocity distribution in granular NESS fits $P(c) = f_{MB}(1 + a_2 S_2(c^2))$ where $S_2(x) = (1/2x^2 - 3/2x + 3/8)$ is the 1D second order Sonine polynomial. $a_2$, the only new fitting parameter, is a function of filling fraction $\phi$ alone [3]. In Fig. 8 we plot $\Delta(c) = P(c)/f_{MB}(c) - 1$. The result is a function, which is well represented by $S_2(c^2)$. Also shown in Fig. 8 is a fit to higher order Sonine corrections. While these higher order corrections improve the fit slightly, it does not justify adding new parameters [3].

The phase transition to crystalline order in the isochoric NESS and in analogous equilibrium systems is second order and proceeds through the complicated hexatic [13] or intermediate phase. To see if a first-order phase transition exists in a granular NESS, we examine the isobaric (constant pressure) system described above. For the results described below, we fix the number $N = 68$, the pressure $P$, and varied the energy injection.

**FIGURE 7.** Double log plot of the tails of $P(c)$ for many filling fractions $\phi$, frequencies $f$ and acceleration (T). The solid line correspond to stretched exponentials of the form $\sim \exp[-\alpha |c|^2]$, whereas the dashed lines correspond to Gaussian behavior of the form $\sim \exp(-\alpha c^2)$.
strength $Q$. We measure the filling fraction $\phi$ and granular temperature $T$. As a proxy for $Q$, we use $\Gamma$, the maximum acceleration measured in units of the gravitational constant $g = 9.8 \text{m/s}^2$ at fixed frequency $f = 50 \text{Hz}$. A better proxy for $Q$ is $\Gamma/(2\pi f)$, which is $\approx \Gamma$ at constant $f$.

**First-order phase transition:** Depending on the value of $Q = \Gamma$ two states can exist, as shown in Fig. 2. For $\Gamma < 8$ the system is in a crystalline state as shown is Fig. 2(top). For $\Gamma > 8$ the system is in a gas state as shown is Fig. 2(bottom). Even though the value of $\Gamma$ differs by only 2.5%, across the phase transition the filling fraction $\phi$ changes from $\phi_l = 0.743 \pm 0.005$ to $\phi_l = 0.632 \pm 0.006$ or 16% and the granular temperature, $T_f$, changes from $0.12 \pm 0.04 (m/s)^2$ to $0.59 \pm 0.08 (m/s)^2$ or a factor of 5. The errors in $\phi$ and $T$ represent the run to run deviations. The temperature, $T_f$, is the vertical velocity variance, which is different from the horizontal velocity variance. Anisotropic granular temperature is common in granular NESS when the forcing is only applied in one direction.

To check the reversibility of this transition we measure $\phi$ and $T$ as a function of $\Gamma$. The results for $\phi$ are shown in Fig. 9. The $\Gamma$ dependence is similar, but not shown for clarity. The plot shows $\phi(\Gamma)$ as $\Gamma$ is increased and decreased as indicated by the arrows. Following the solid curve starting from $\Gamma = 0$, the system is in the densest crystalline state. As $\Gamma$ is increased the crystal begins to expand and $\phi$ decreases. At $\Gamma \approx 9$ there is a sharp change in the density as the system goes from a crystalline state to a gaseous state. The sharp change is the hallmark of a first-order phase transition. As $\Gamma$ is increased further the gas expands and $\phi$ decreases smoothly. When $\Gamma$ is decreased starting from 16 the system traces the same (reversible) path until $\Gamma < 9$ where hysteresis is clearly visible. At $\Gamma \approx 7$ the system freezes by a discontinuous change in the density to a crystalline structure and then follows a reversible path back to $\Gamma = 0$.

This is analogous to an equilibrium first-order sublimation phase transition (e.g. melting/freezing dry ice), in which $\Gamma$ plays the role of temperature. The hysteresis represents super-cooling and super-heating. Moreover, just as in an equilibrium phase transition the hysteresis can be eliminated, by slowing down the rate of change of the control parameter. In this case, decreasing the rate of change of $\Gamma$ by a factor of 2 reduces the hysteresis as shown by the dot-dash curve. By decreasing by another factor of 5 a completely reversible, discontinuous transition is produced curve is produced as shown by the dashed curve.

**CONCLUSION**

We have shown that uniform granular NESS behave very much like their equilibrium counterparts. This is surprising since energy is not conserved and must be supplied to the system. The isochoric granular NESS has nearly identical structure as compared to equilibrium simulations of hard disks. The particle diffusion shows caging behavior just like that of equilibrium systems. The velocity distribution differs slightly from the equilibrium Maxwell-Boltzmann, but 99.5% of the differences can be captured by a small correction which depends only on
the filling fraction. The isobaric granular NESS shows the standard signatures of a first-order phase transition including rate-dependent hysteresis. The main difference is that mechanical equilibrium still requires both phases to have equal pressures, which is guaranteed by the isobaric boundary condition, but the lack of energy conservation removes the ordinary requirement of thermal equilibrium, that both phases have the same temperature. Thus there exists a strong analogy between uniform granular NESS and ordinary equilibrium thermodynamics. In the future, we will test the analogy between local thermodynamic equilibrium and local uniform NESS in systems with gradients.

ACKNOWLEDGMENTS

We thank Ivo Nezbeda for allowing us to reproduce their numerical data presented in [4]. This work is funded by The National Science Foundation, Math, Physical Sciences Department of Materials Research under the Faculty Early Career Development (CAREER) Program (DMR-0134837). PMR was partially funded by the Portuguese Ministry of Science and Technology under the POCTI program and the MECHPLANT NEST-Adventure program of the European Union.

REFERENCES