We address the computations that Bayesian agents undertake to realize their optimal actions, as they repeatedly observe each other’s actions, following an initial private observation. We use iterated eliminations of infeasible signals (IEIS) to model the thinking process as well as the calculations of a Bayesian agent in a group decision scenario. We show that IEIS runs in exponential time; however, when the group structure is a partially ordered set, the Bayesian calculations simplify and polynomial-time computation of the Bayesian recommendations is possible.

We next shift attention to the case where agents reveal their beliefs (instead of actions) at every decision epoch. We analyze the computational complexity of the Bayesian belief formation in groups and show that it is \( \text{NP} \)-hard. We also investigate the factors underlying this computational complexity and show how belief calculations simplify in special network structures or cases with strong inherent symmetries. We finally give insights about the statistical efficiency (optimality) of the beliefs and its relations to computational efficiency.
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1. INTRODUCTION

Social learning or learning from actions of others is an important area of research in microeconomics. Many important real-world decision-making problems involve group interactions among individuals with purely informational externalities. Such situations arise for example in jury deliberations, expert committees, medical diagnoses, etc. We model the purely informational interactions of rational agents in a group, where they receive private information and act based on that information while also observing other people’s beliefs or actions. As a Bayesian agent attempts to infer the true state of the world from her sequence of observations of actions of others as well as her own private signal, she recursively refines her belief on the signals that other players could have observed and actions that they could have taken given the assumption that other players are also rational. The existing literature addresses asymptotic and equilibrium properties of Bayesian group decisions and important questions such as convergence to consensus and learning (cf. Golub and Jackson (2010); Rosenberg et al. (2009) and their references).

The seminal work of Aumann (1976) studies the interactions of two rational agents with common prior beliefs and concludes that if the values of their posterior beliefs are common knowledge between the two agents, then the two values should be the same: rational agents cannot agree to disagree. The later work of Geanakoplos and Polemarchakis (1982) investigates how rational agents reach an agreement by communicating back and forth and refining their information partitions. Following Aumann (1976) and Geanakoplos and Polemarchakis (1982), a large body of literature studies the strategic interaction of agents in a social network, where they receive private information and act based on that information while also observing each other’s actions (Acemoglu et al. (2011); Bala and Goyal (1998); Banerjee (1992); Bikhchandani et al. (1998); Gale and Kariv (2003); Mossel et al. (2014); Mueller-Frank (2013)). These observations are in turn informative about other agents’ private signals; information that can be then used in making future decisions. In this line of work, it is important to understand the effectiveness of information sharing/exchange through observed actions and the effectiveness of decision-making using the available information; indeed, the quality of decision-making depends on the quality of information exchange and vice versa. In this paper, we model the purely informational interactions of rational agents in a group, where they make a private initial observation and act based upon that information while also observing other people’s recommendations repeatedly; such lack of strategic externalities in group interactions arise since people are interested in each other’s action, only to learn what others know which they do not know, for example, in jury deliberations, expert committees, medical diagnosis, etc.

Bayesian calculations in social settings are notoriously difficult. Successive applications of Bayes rule to the entire history of past observations leads to forebodingly complex inferences: due to unavailability of private observations as well as third party interactions that precede every decision. In general, when a rational agent observes her neighbors in a network, she should compensate for redundancies in information: the same neighbors’ actions are repeatedly observed and neighboring actions may be affected by the past actions of the agent herself. Hence major challenges of Bayesian inference for social learning are due to the private signals and third party interactions that are hidden from the agent. Moreover, the existence of loops in the network causes dependencies and correlations in the information received from different neighbors, which further complicates the inference task. Failure to account for such structural dependencies subjects the agents to mistakes and inefficiencies such as redundancy neglect (by neglecting the fact that several of the neighboring agents may have been influenced by the same source of information, cf. Eyster and Rabin (2010)), and data incest (by neglecting the fact that neighboring actions may have been affected by the past actions of the agent herself, Krishnamurthy and Hoiles (2014)).
Our focus in this work is on the development of algorithms for Bayesian decision-making in groups and characterizing their complexity. We are interested in the computations that the Bayesian agent should undertake to achieve the goal of producing best recommendations at every decision epoch during a group discussion. We are further interested in determining how the complexity of these computations scale up with the increasing network size. In Section 2, we explain the Bayesian model of decision-making in groups, the so-called group decision process, and the kind of calculations that it entails. In a forward reasoning approach, to interpret observations of the actions of others, the agent considers the causes of those actions and is able to form a Bayesian posterior by weighing all contingencies that could have lead to those actions according to their probabilities. This requires the rational agent to simulate the inferences of her neighbors at all possible actions that they could have observed, and which she cannot observe directly but can only learn about partially (and indirectly) after knowing what her neighbors do. Although this forward reasoning about causes of the actions is natural to human nature (Aguilar and Buckareff (2010)), it is extremely difficult to adapt to the complexities of a partially observed setting where hidden causes lead to a multiplicity of contingencies.

In recent works of Harel et al. (2014); Kanoria and Tamuz (2013); Mossel and Tamuz (2010), recursive techniques have been applied to analyze Bayesian decision problems with partial success. In this paper, we will use the framework of iterated eliminations to model the thinking process of a Bayesian agent in a group decision-making scenario. As the Bayesian agent attempts to infer the true state of the world from her private signal and sequence of observations of actions of others, her decision problems at every epoch can be cast recursively, as a dynamic program. By the same token, the private signals of all agents constitute the state space of the problem and with every new observation, the agent refines her knowledge about the private signals that other agents have observed, by eliminating all cases that are inconsistent with her observations under the assumption that other agents are acting rationally. In Section 3, we formalize these calculations as an iterated elimination of infeasible signals (IEIS) algorithm. The IEIS approach curbs some of the complexities of the group decision process, but only to a limited extent. In a group decision scenario, the initial private signals of the agents constitute a search space that is exponential in the size of the network. The ultimate goal of the agents is to get informed about the private signals of each other and use that information to produce the best actions. A Bayesian agent is initially informed of only her own signal; however, as the history of interactions with other group members becomes enriched, her knowledge of the possible private signals that others may have observed also gets refined; thus enabling her to make better decisions. While the search over the feasible signal profiles in the IEIS algorithm runs in exponential time, these calculations may simplify in special highly connected structures: in Subsection 3.1, we give an efficient algorithm that enables a Bayesian agent to compute her posterior beliefs at every decision epoch, where the graph structure is a partially ordered set (POSET), cf. Definition 1 for the POSET property and the respective constraints that are imposed on the network topology. We thus provide a partial answer to one of the questions raised by Mossel and Tamuz (2013), who provide an efficient algorithm for computing the Bayesian binary actions in a complete graph; we show that efficient computation is possible for non-complete graphs (POSETs) with general finite action spaces.

The Bayesian iterations during a group decision process can be cast into the framework of a partially observed Markov decision process (POMDP). Thereby, the private signals of all agents constitute the state space of the problem and the decision maker only has access to a deterministic function of the state, the so-called partial observations. In a group decision process the actions or beliefs of the neighbors constitute the partial observations. The partially observed problem and its relations to the decentralized
and team decision problems have been the subject of major contributions by Tsitsiklis and Athans (1985) and Radner (1962); in particular, the partially observed problem is known to be PSPACE-hard in the worst case (Papadimitriou and Tsitsiklis, 1987, Theorem 6). However, unlike the general POMDP, the state (private signals) in a group decision process do not undergo Markovian jumps as they are fixed at the initiation of the process. Hence, determining the complexity of the group decision process requires a different analysis. To address this requirement, in Section 4 we shift focus to a case where agents repeatedly exchange their beliefs (as opposed to announcing their best recommendations); subsequently in Section 5, we are able to show that computing the Bayesian posterior beliefs in a group decision problem is \( \mathcal{NP} \)-hard with respect to the increasing network size.\(^1\) This result complements and informs the existing literature on Bayesian learning over networks; in particular, those which offer efficient algorithms for special settings such as Gaussian signals in a continuous state space (Mossel and Tamuz (2010)), or with binary actions in a complete graph (Mossel and Tamuz (2013)).

In organization science, the economic theory of teams has a rich history devoted to choosing optimal information instruments subject to limited and dispersed resources in organizations, cf. Marschak and Radner (1972) and the references therein. Some of the main issues that arise in the study of decision-making organizations are information aggregation (Csaszar and Eggers (2013)) and architecture (Ioannides (1987)).\(^2\) Visser (2000) compares the performance of hierarchical and polyarchical organization structures in a project selection task, where each agent possesses a private signal about the quality of the projects and acts rationally (maximizing the expected pay-off from subject to her information). Limiting attention to two decision-makers, the author shows how each agent’s decision reflects the organizational structure while accounting for the rationality of the other actor. Algorithmic and complexity aspects of organizational decision-making are relatively unexplored. Vassilakis (1997) uses the formalism of constraint satisfaction problems to model the product development process in organizations. The author is thus able to identify some algorithmic and structural features that help reduce backtracking and rework costs of the design process in the organization. In this paper, we address issues pertaining to the complexity of rational choice in decision-making organizations. Addition of new results in this domain can further facilitate scalable cooperation among colleagues in large organizations (cf. Remark 1).

The conflict and interplay between rationality and computational tractability in economic models of human behavior has been a focus of attention by both the earlier and the contemporary scholars of the field: for example in the early works of Herbert Simon on bounded rationality, artificial intelligence and cognitive psychology (Simon (1990)), and in the contemporary research of Vela Velupillai on the computable foundations for economics (Velupillai (2000)). The present work can be regarded as an effort in this direction; a particularly relevant recent study along these lines is due to Aaronson (2005) on complexity of agreement, who investigates the question of convergence of beliefs to a consensus and the number of messages (bits) that needs to be exchanged before one can guarantee that everybody’s beliefs are close to each other. There is another relevant body of literature that is dedicated to computation of the Nash equilibria in games and characterizing their complexity (cf. Daskalakis et al. (2009) and the references therein). Our results also enrich the evolving body of literature on various inference

---

\(^1\)We provide two reductions to known \( \mathcal{NP} \)-complete problems. One reduction relies on the increasing number of different types of signals that are observed by different agents in the the network. The other reduction relies on the increasing size of the agent’s neighborhood (with i.i.d signals).

\(^2\)The organizational economics literature devotes considerable attention to incentive issues and agency problems that arise in organizational decision-making (Gibbons (1998)); however, issues relating to distributed information processing and communication are less explored, cf. Bolton and Dewatripont (1994).
problems over graphs and networks. The interplay between statistical and computational complexity in such problems, as well as their complexity and algorithmic landscapes, are interesting issues, on which we elaborate in Section 6, along with other concluding remarks and discussion of future directions.

2. RATIONAL DECISION-MAKING IN GROUPS

While some analytical properties of rational learning are deduced and studied in the literature Acemoglu et al. (2011); Gale and Kariv (2003); Harel et al. (2014); Mossel et al. (2014); Mueller-Frank (2013), analysis of such problems continues to attract attention. Some of the earliest results addressing the problem of social learning are due to Banerjee (1992), and Bikhchandani et al. (1998) who consider a complete graph structure where the agent’s observations are public information and also ordered in time, such that each agent has access to the observations of all the past agents. These assumptions help analyze and explain the interplay between public and private information leading to fashion, fads, herds, etc. Later results by Gale and Kariv (2003) relax some of these assumptions by considering the agents that make simultaneous observations of only their neighbors rather than the whole network, but the computational complexities limit the analysis to networks with only two or three agents. In more recent results, Mueller-Frank (2013) provides a framework of rational learning that is analytically amenable and applies to general choice and information structures. Mossel et al. (2014) analyze the problem of estimating a binary state of the world from a single initial private signal that is independent and identically distributed among the agents conditioned on the true state. The authors show that by repeatedly observing each other’s best estimates of the unknown, as the size of the network increases, Bayesian agents asymptotically learn the true state with high probability. Hence, the agents are able to combine their initial private observations and learn the truth. This setting is very close to our formulation of group decision processes; however, rather than the asymptotic analysis of the probability of mistakes with the increasing network size, we are interested in the computations that each agent should undertake to realize her rational choices during the group decision process. In particular, we investigate how the complexity of these computations scale up with the increasing network size.

We now proceed to present the elements of the rational model for decision-making in a group. We assume that the signal, state, and action spaces are finite sets. Because some of our algorithms rely critically on the ability of the Bayesian agent to enumerate all possible private signals that the other network agents may have observed. We may relax this assumption in special cases where calculations are possible without resorting to exhaustive enumerations. The ultimate goal of a Bayesian agent can be described as learning enough about the private signals of all other agents in the network to be able to compute the Bayesian posterior belief about the true state, given her local observations; this, however, can be extremely complex, if not impossible.

2.1. The Bayesian Model

We consider a group of $n$ agents, labeled by $[n] = \{1, \ldots, n\}$, whose interactions are represented by a fixed directed graph $\mathcal{G}$. For each agent $i \in [n]$, $\mathcal{N}_i$ denotes a neighborhood $\mathcal{N}_i \subset [n]$, whose actions are observed by agent $i$. We use $\delta(j, i)$ to denote the length (number of edges) of the shortest path in $\mathcal{G}$ that connects $j$ to $i$. In a group decision process, each agent $i \in [n]$ receives a private signal $s_i$ at the beginning and then engages in repeated interactions with other group members in the ensuing decision epochs: choosing actions and observing neighbors’ choices every time. We model the topic of the discussion/group decision process by a state $\theta$ belonging to a finite set $\Theta$. For example, in the course
of a political debate, $\Theta$ can be the set of all political parties. The state $\theta$ would, therefore, take a binary value in a bipartisan system. The value/identity of $\theta$ is not known to the agents; they all start with a prior belief about the value of $\theta$, which is a probability distribution over the set $\Theta$ with probability mass function $\nu(\cdot) : \Theta \to [0, 1]$. We assume that this prior is common to all agents. At each time $t$, we denote the Bayesian posterior belief of agent $i$ given her history of observations by its probability mass function $\mu_{i,t}(\cdot ) : \Theta \to [0, 1]$. Initially, every agent receives a private signal about the unknown $\theta$. Each signal $s_i$ belongs to a finite set $S_i$ and its distribution conditioned on $\theta$ is given by $\mathbb{P}_{i,\theta}(\cdot )$ which is referred to as the signal structure of agent $i$. We use $\mathbb{P}_{\theta}(\cdot )$ to denote the joint distribution of the private signals of all agents, signals being independent across the agents. This independence of private signals allows us to exploit a decomposition property of feasible signal profiles in case of POSETs in Subsection 3.1 to achieve polynomial-time Bayesian computations.

Associated with every agent $i$ is an action space $A_i$ that represents all the choices available to her at every point of time $t \in \mathbb{N}_0$, and a utility $u_i(\cdot , \cdot) : A_i \times \Theta \to \mathbb{R}$ which in expectation represents her preferences regarding lotteries with independent draws from $A_i$ and/or $\Theta$. We assume that the preferences of agents across time are myopic. At every time $t \in \mathbb{N}$, agents $i$ takes action $a_{i,t}$ to maximize her expected utility, $\mathbb{E}_{i,t}\{ u_i(a_{i,t}, \theta) \}$, where the expectation is with respect to $\mu_{i,t}$. This myopia is rooted in the underlying group decision scenario that we are modeling: the agents’ goal for interacting with other group members is to come up with a decision that is more informed than if they were to act solely based on their own private data; hence, by observing the recommendations of their neighboring agents $a_{j,t}$, they hope to augment their information with what their neighbors, as well as other agents in the network, know that they do not. In particular, the agent does not have the freedom to learn from consequences of their recommendations, not before committing to a choice. Specifically in the group decision scenario, the agents do not learn from the realized values of the utilities of their previous recommendations (unless they commit to their choice and end the group discussion); rather the purpose of the group discussion is to augment their information by learning from recommendations of others as much as possible before committing to a choice. The network externalities that arise in above settings are purely informational. People are therefore interacting with each other, only to learn from one another, and to improve the quality of their decisions; for example, in jury deliberations, after jurors are each individually exposed to the court proceedings, the jury enters deliberations to decide on a verdict. In another case, several doctors may examine a patient and then engage in group discussions to determine the source of an illness; lack of strategic externalities is another important characteristic of the kind of human interactions that we investigate in this paper.\footnote{The signal, action, and utility structures, as well as the priors, are all common knowledge among the players; this assumption of common knowledge, in particular, implies that given the same access to each other’s behavior or private information distinct agents would make identical inferences; in the sense that starting from the same belief about the unknown $\theta$, their updated beliefs given the same observations would be the same.}

Accordingly, at every time $t$, agent $i$ observes the most recent actions of her neighbors, $\{a_{j,t-1} \text{ for all } j \in N_i\}$, and chooses an action $a_{i,t} \in A_i$, maximizing her expected utility given all her observations up to time $t$, $\{a_{j,\tau} \text{ for all } j \in N_i, \text{ and } \tau \leq t - 1\}$. For example in the case of two communicating doctors, agent $i$ observes the signals of her neighbors $j \in N_i$ at each time $t$, $u_i(a_{i,t}, \theta)$, and chooses a decision $a_{i,t}$ that maximizes her expected utility given the observations of her neighbors: $\mathbb{E}_{i,t} u_i(a_{i,t}, \theta | a_{j,\tau})$.

\footnote{Rosenberg et al. (2009) study the emergence of consensus under such purely informational externalities. They show that even with forward-looking agents the incentives to experiment disappear, thus leading them to a consensus subject to common utility and action structures. Mossel et al. (2015) also look at forward-looking agents with binary state and action space and propose an egalitarian condition on the topology of the network to guarantee learning in infinite networks. An egalitarian graph is one in which all degrees are bounded and every agent who is being observed by some agent $i$, observes her back, (possibly indirectly) through a path of bounded length.}
agents the action of agent one at time two \(a_{1,2}\) is influenced by own private signal \(s_1\) as well as the neighboring action at times zero and one; part of the difficulty of the analysis is due to the fact that the action of agent two at time one is shaped not only by the private information of agent two but also by the action of agent one at time zero, cf. Fig. 1. A heuristic behavior may be justified as a mistake by interpreting actions of others as consequences of their private information, thus ignoring the history of observations when making inferences about the actions of others; in Fig. 1 this corresponds to ignoring all the arrows except those which are exiting the signal and state nodes: \(s_1, s_2,\) and \(\theta\). Rahimian and Jadbabaie (2016, 2017) have investigated the consequences of such heuristic behaviors in the contexts of Bayesian heuristics for group decision-making, and learning without recall when the agents observe a stream of private signals in addition to each other’s actions.

In more general structures, there are also unobserved third party interactions that influence the decisions of agent two but are not available to agent one (and therefore should be inferred indirectly).

For each agent \(i\), her history of observations \(h_{i,t}\) is an element of the set:

\[
\mathcal{H}_{i,t} = S_i \times \left( \prod_{j \in N_i} A_j \right)^{t-1}.
\]

At every time \(t\), the expected reward to agent \(i\) given her choice of action \(a_i\) and observed history \(h_{i,t}\) is given by the expected reward function \(r_{i,t} : A_i \times \mathcal{H}_{i,t} \rightarrow \mathbb{R}\), as follows:

\[
r_{i,t}(a_i, h_{i,t}) = E_{i,t}\{u_i(a_i, \theta) \mid h_{i,t}\} = \sum_{\theta' \in \Theta} u_i(a_i, \theta')\mu_{i,t}(\theta'),
\]

for all \(h_{i,t} \in \mathcal{H}_{i,t}\), where \(\mu_{i,t}(\theta')\) is the Bayesian posterior of agent \(i\) about the truth \(\theta\) given the observed history \(h_{i,t}\). The (myopic) optimal action of agent \(i\) at time \(t\) is then given by \(a_{i,t} = \arg \max_{a_i \in A_i} r_{i,t}(a_i, h_{i,t})\).

Here we use the notation \(\arg \max_{a \in A}\) to include the following tie-breaking rule when the maximizer is not unique: we assume that all of the action spaces are ordered (arbitrarily) and whenever an agent is indifferent between a multitude of options she will choose the one that ranks lowest in her ordering. We further assume that all agents know about their tie breaking rules; in particular, the ordering of each action space \(A_i\) is known to all agents who observe agent \(i\), directly or indirectly. This tie breaking rule induces a deterministic choice for all agents at all times as a function of their history. The restriction to deterministic tie-breaking rules is not without loss of generality. Because in the case of randomized tie-breaking rules, rational agents would have to make inferences about how past occurrences of ties have been resolved by other agents, whom they observe directly or indirectly. This is in addition to their inferences about private signals and other unknown random quantities whose values they are trying to
learn. Thus the agent’s problem is to calculate her Bayesian posterior belief \( \mu_{i,t} \), given her history of past observations: \( h_{i,t} := \{ s_i, a_{j,\tau}, j \in \mathcal{N}_i, \tau \in [t-1] \} \). Asymptotic properties of Bayesian group decisions, including convergence of the actions to a consensus and learning (convergence to an “optimal” aggregate action), can be studied using the Markov Bayesian equilibrium as a solution concept (cf. Appendix A); however, our main focus in this paper is on the computational and algorithmic aspects of the group decision process rather than its asymptotic properties.

Refinement of information partitions with the increasing observations is a key feature of rational learning problems and it is fundamental to major classical results that establish agreement (Geanakoplos and Polemarchakis (1982)) or learning (Blackwell and Dubins (1962); Lehrer and Smorodinsky (1996)) among rational agents. Several follow-up works of Geanakoplos and Polemarchakis (1982) have extended different aspects of information exchange among rational agents. In this line of work, it is of particular interest to derive conditions that ensure the refinement of information partitions would lead to the consensus on and/or the common knowledge of an aggregate decision.\(^1\) In particular, Mueller-Frank (2013) points out that rational social learning requires all agents in every period to consider the set of possible information partitions of other agents and to further determine how each choice would impact the information partitions of others in the subsequent periods.

In the group decision setting, the list of feasible signals can be regarded as the information set representing the current understanding of the agent about her environment and the way additional observations are informative is by trimming the current information set and reducing the ambiguity in the set of initial signals that have caused the agent’s history of past observations. In Section 3, we describe a recursive implementation for the refinement of the information sets (partitions) that relies on iterated elimination of infeasible signals (IEIS) for all the agents. The IEIS calculations scale exponentially with the network size; this is true with the exception of some very well-connected agents who have, indeed, direct access to all the observations of their neighbors and can thus analyze the decisions of each of their neighbors based on their respective observations. We expand on this special case (called POSETs) in Subsection 3.1 and explain how the Bayesian calculations simplify as a result.

3. ITERATED ELIMINATION OF INFEASIBLE SIGNALS (IEIS)

Building on the prior works of Kanoria and Tamuz (2013); Mueller-Frank (2013), we implement the refinement of information partitions for rational agents in a group decision process as an iterated elimination of infeasible signals. Accordingly, at every decision time, the signal profiles that are inconsistent with the most recent observations are removed, leading to a refined information set for next period. In this section, we analyze the Bayesian calculations that take place among the group members as they calculate their refined information partitions and the corresponding beliefs. To calculate their Bayesian posteriors, each of the agents keeps track of a list of possible combinations of private signals of all the other agents. At each iteration, they refine their list of feasible signal profiles in accordance with the most recent actions of their neighbors.

To proceed, let \( \mathbf{s} = (s_1, \ldots, s_n) \in \mathcal{S}_1 \times \ldots \times \mathcal{S}_n \) be any profile of initial signals observed by each agent across the network, and denote the set of all private signal profiles that agent \( i \) regards as feasible

\(^1\)Some notable examples include the works of Bacharach (1985); Cave (1983); Parikh and Krasucki (1990), which consider information exchange by repeatedly reporting the values of a general set function \( f(\cdot) \) over the state space (rather than the conditional probabilities, which are the Bayesian beliefs). Bacharach (1985); Cave (1983) propose a condition of union consistency on \( f(\cdot) \) and Parikh and Krasucki (1990) replace this union consistency condition with a convexity property for \( f(\cdot) \), all ensuring that the value of \( f(\cdot) \) become common knowledge among the agents after repeated exchanges.
at time $t$, i.e. her information set at time $t$, by $\mathcal{I}_{i,t} \subset \mathcal{S}_1 \times \ldots \times \mathcal{S}_n$; this set is a random set, as it is determined by the random observations of agent $i$ up to time $t$. Starting from $\mathcal{I}_{i,0} = \{s_i\} \times \prod_{j \neq i} \mathcal{S}_j$, at every decision epoch agent $i$ removes those signal profiles in $\mathcal{I}_{i,t-1}$ that are not consistent with her history of observations $\mathbf{h}_{i,t}$ and comes up with a trimmed set of signal profiles $\mathcal{I}_{i,t} \subset \mathcal{I}_{i,t-1}$ to form her Bayesian posterior belief and make her decision at time $t$. The set of feasible signals $\mathcal{I}_{i,t}$ is mapped to a Bayesian posterior for agent $i$ at time $t$ as follows:

\[
\mu_{i,t}(\theta) = \frac{\sum_{\pi \in \mathcal{I}_{i,t}} \mathbb{P}_\theta(\pi) \nu(\theta)}{\sum_{\theta' \in \Theta} \sum_{\pi \in \mathcal{I}_{i,t}} \mathbb{P}_{\theta'}(\pi) \nu(\theta')},
\]

which in turn enables the agent to choose an optimal (myopic) action given her observations:

\[
a_{i,t} = \arg \max_{a_i \in A_i} \sum_{\theta' \in \Theta} u_i(a_i, \theta') \mu_{i,t}(\theta').
\]

For example at time zero agent $i$ learns her private signal $s_i$, this enables her to initialize her list of feasible signals: $\mathcal{I}_{i,0} = \{s_i\} \times \prod_{k \in \mathcal{I} \setminus \{i\}} \mathcal{S}_k$. Subsequently, her Bayesian posterior at time zero is given by:

\[
\mu_{i,0}(\theta) = \frac{\sum_{\pi \in \mathcal{I}_{i,0}} \mathbb{P}_\theta(\pi) \nu(\theta)}{\sum_{\theta' \in \Theta} \sum_{\pi \in \mathcal{I}_{i,0}} \mathbb{P}_{\theta'}(\pi) \nu(\theta')} = \frac{\mathbb{P}_{i,\theta}(s_i) \nu(\theta)}{\sum_{\theta' \in \Theta} \mathbb{P}_{i,\theta'}(s_i) \nu(\theta')}
\]

and her optimal action (recommendation) at time one is as follows:

\[
a_{i,0} = \arg \max_{a_i \in A_i} \sum_{\theta' \in \Theta} u_i(a_i, \theta') \mathbb{P}_{i,\theta'}(s_i) \nu(\theta') = \arg \max_{a_i \in A_i} \sum_{\theta' \in \Theta} u_i(a_i, \theta') \mu_{i,1}(\theta').
\]

In IEIS, the agent not only needs to keep track of the list of private signals that are consistent with her observations, denoted by $\mathcal{I}_{i,t}$, but also she needs to consider what other agents regard as consistent with their own observations under the particular set of initial signals. The latter consideration enables the decision maker to calculate actions of other agents under any circumstances that arise at a fixed signal profile of initial signals, as she tries to evaluate the feasibility of that particular signal profile given her observations. In other words, the neighbors are acting rationally in accordance with what they regard as being a feasible set of initial signal profiles. Hence, with every new observation of the neighboring actions, agent $i$ not only refines her knowledge of other people’s private signals but also her knowledge of what signal profiles other agents would regard as feasible.

For any agent $j \neq i$ and at every signal profile $\overline{s}$, let $\mathcal{I}_{j,t}^{(i)}(\overline{s})$ be the set of all signal profiles that agent $i$ believes have not yet been rejected by agent $j$, given all her observations and conditioned on the initial private signals being $\overline{s}$. Consider the feasible action calculated by agent $i$ for agent $j$ under the assumption that the initial private signals are prescribed by $\overline{s} = (s_1, \ldots, s_n)$, i.e.

\[
a_{j,\tau}^{(i)}(\overline{s}) = \arg \max_{a_j \in A_j} \sum_{\theta' \in \Theta} u_j(a_j, \theta') \frac{\sum_{\overline{s}' \in \mathcal{I}_{j,\tau}^{(i)}(\overline{s})} \mathbb{P}_{\theta'}(\overline{s'}) \nu(\theta')}{\sum_{\theta' \in \Theta} \sum_{\overline{s}' \in \mathcal{I}_{j,\tau}^{(i)}(\overline{s})} \mathbb{P}_{\theta'}(\overline{s'}) \nu(\theta')}, \forall \tau \in [t],
\]

\[1\]In this sense, the Bayesian posterior is a sufficient statistic for the history of observations and unlike the observation history, it does not grow in dimension with time.
TABLE I  
List of the variables that play a role in the Bayesian calculations for group decision-making (BAYES-GROUP).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{s}$</td>
<td>$\bar{s} = (s_1, s_2, \ldots, s_n) \in S_1 \times \ldots \times S_n$ is a profile of initial private signals.</td>
</tr>
<tr>
<td>$I_{i,t}$</td>
<td>$I_{i,t} \subseteq S_1 \times \ldots \times S_n$ is the list of all signal profiles that are deemed feasible by agent $i$, given her observations up until time $t$.</td>
</tr>
<tr>
<td>$I_{j,t}^{(i)}(\bar{s})$</td>
<td>$I_{j,t}^{(i)}(\bar{s}) \subseteq S_1 \times \ldots \times S_n$ is the list of all signal profiles that agent $i$ believes are deemed feasible by agent $j$, given what agent $i$ believes agent $j$ could have observed up until time $t$ conditioned on the event that the initial signals of all agents are prescribed according to $\bar{s}$.</td>
</tr>
<tr>
<td>$a_{j,t}^{(i)}(\bar{s})$</td>
<td>$a_{j,t}^{(i)}(\bar{s}) \in A_j$ is the action that agent $i$ deems optimal for agent $j$, given what agent $i$ believes agent $j$ could have observed up until time $t$ conditioned on the event that the initial signals of all agents are prescribed according to $\bar{s}$.</td>
</tr>
</tbody>
</table>

where $I_{j,t}^{(i)}(\bar{s})$ is defined in Table I. Given $a_{j,t}^{(i)}(\bar{s})$ for all $\bar{s} \in I_{i,t-1}$ and every $j \in \mathcal{N}_i$, the agent can reject any $\bar{s}$ for which the observed neighboring action $a_{j,t}$ for some $j \in \mathcal{N}_i$ does not agree with the simulated feasible action conditioned on $\bar{s}$: $a_{j,t} \neq a_{j,t}^{(i)}(\bar{s})$. To proceed, we introduce the notation $\mathcal{N}_i^\tau$ as the $\tau$-th order neighborhood of agent $i$ comprising entirely of those agents who are connected to agent $i$ through a walk of length $\tau$: $\mathcal{N}_i^\tau = \{ j \in [n] : j \in \mathcal{N}_{i_1}, i_1 \in \mathcal{N}_{i_2}, \ldots, i_{\tau-1} \in \mathcal{N}_{i_{\tau}}, i_\tau = i, \text{ for some } i_1, \ldots, i_{\tau-1} \in [n] \}$; in particular, $\mathcal{N}_i^1 = \mathcal{N}_i$ and we use the convention $\mathcal{N}_i^0 = \{ i \}$. We further denote $\bar{\mathcal{N}}_t^\tau := \bigcup_{\tau=0}^t \mathcal{N}_i^\tau$ as the set of all agents who are within distance $t$ of or closer to agent $i$; we sometimes refer to $\bar{\mathcal{N}}_t^\tau$ as her $t$-radius ego-net.

We now describe the calculations that agent $i$ undertakes at every time $t$ to update her list of feasible signal profiles from $I_{i,t}$ to $I_{i,t+1}$: agent $i$ initializes her list of feasible signals $I_{i,0} = \{ s_i \} \times \prod_{j \neq i} S_j$; at time $t$ she would have access to $I_{i,t}$, the list of feasible signal profiles that are consistent with her observations, as well as all signal profiles that she thinks each of the other agents would regard as feasible conditioned on any profile of initial signals: $I_{j,t}^{(i)}(\bar{s})$ for all $\bar{s} \in S_1 \times \ldots \times S_n$, all $j \in \mathcal{N}_i^\tau$, and all $\tau \in [t]$. Calculations of agent $i$ at time $t$ enables her to update her information at time $t$ to incorporate the newly obtained data which constitute her observations of neighbors’ most recent actions $a_{j,t}$ for all $j \in \mathcal{N}_i$; whence she refines $I_{i,t}$ to $I_{i,t+1}$ and updates her belief and actions accordingly, cf. (3.1) and (3.2). This is achieved as follows (recall that we use $\delta(j,i)$ to denote the length of the shortest path connecting $j$ to $i$):
(I1: BAYES-GROUP). The information available to agent $i$ at time $t$:

- $\mathcal{I}_{j,t-\tau}^{(i)}(\pi)$ for all $\pi \in \mathcal{S}_1 \times \ldots \times \mathcal{S}_n$, all $j \in \mathcal{N}_i^j$, and all $\tau \in [t]$.
- $\mathcal{I}_{i,t}$, i.e., all signal profiles that she regards as feasible given her observations.

(A1: BAYES-GROUP). Calculations of agent $i$ at time $t$ for deciding $a_{i,t+1}$:

1. For all $\pi := (s_1, \ldots, s_n) \in \mathcal{S}_1 \times \ldots \times \mathcal{S}_n$ and all $j \in \mathcal{N}_i^{t+1}$ do:
   - If $\delta(j,i) = t + 1$, initialize $\mathcal{I}_{j,t}^{(i)}(\pi) = \{s_j\} \times \prod_{k \neq j} \mathcal{S}_k$.
   - Else initialize $\mathcal{I}_{j,t+1-\delta(j,i)}^{(i)}(\pi) = \mathcal{I}_{j,t-\delta(j,i)}^{(i)}(\pi)$ and for all $\pi' \in \mathcal{I}_{j,t+1-\delta(j,i)}^{(i)}(\pi)$ do:
     - For all $k \in \mathcal{N}_j$ if $a_{k,t-\tau}^{(i)}(\pi') \neq a_{k,t-\tau}^{(i)}(\pi)$, then $\mathcal{I}_{i,t+1-\tau}^{(i)}(\pi) = \mathcal{I}_{i,t+1-\tau}^{(i)}(\pi) \setminus \{\pi'\}$, where $a_{k,t-\tau}^{(i)}(\pi)$ and $a_{k,t-\tau}^{(i)}(\pi')$ are calculated using (3.3), based on $\mathcal{I}_{k,t-\tau}^{(i)}(\pi')$ and $\mathcal{I}_{k,t-\tau}^{(i)}(\pi)$.

2. Initialize $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t}$ and for all $\pi \in \mathcal{I}_{i,t+1}$ do:
   - For all $j \in \mathcal{N}_i$ if $a_{j,t} \neq a_{j,t}^{(i)}(\pi)$, then $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t+1} \setminus \{\pi\}$.

In Appendix B we describe the complexity of the computations that the agent should undertake using (A1) at any time $t$ in order to calculate her posterior probability $\mu_{i,t+1}$ and Bayesian decision $a_{i,t+1}$ given all her observations up to time $t$. Subsequently, we prove that:

**Theorem 1** (Complexity of IEIS) There exists an IEIS algorithm with an $O(n^2M^{2n-1}mA)$ running time, which given the private signal of agent $i$ and the previous actions of her neighbors $\{a_{j,\tau} : j \in \mathcal{N}_i, \tau < t\}$ in any network structure, calculates $a_{i,t}$, the updated action of agent $i$ at time $t$.

**Remark 1** (Structure and Complexity in Decision Making Organizations) Suppose the cardinality of the set of agents who influence the decisions of agent $i$ (her cone of influence) remains bounded with the network size: $\mathcal{N}_i^n \leq D$ for some fixed $D \in \mathbb{N}$. In such structures, where the growth is bounded, the Bayesian computations using (A1) become polynomial, upon replacing $n$ with fixed $D$ in (B.2). Such bounded structures can, for example, arise as a result of horizontal growth in organizations as shown in Fig. 2. The question of structure and its relation to performance receive considerable attention in organization studies. Through a series of seminal papers, Sah and Stiglitz (1985, 1986, 1988) popularized a model of project selection in organizations to study the effect of their structures, and in particular to compare the performance of hierarchies and polyarchies. Christensen and Knudsen (2010) consider the optimal decision making structures for reducing the probability of two error types in project evaluation tasks (rejecting profitable projects, type I error, or accepting unprofitable ones, type II error). They point out that either of the hierarchical or polyarchical organization structures are suitable for reducing one error type and they can be combined optimally to produce good overall performance. They further study the incremental improvement from the addition of new decision-makers and point out that polyarchical structures allow for the information to propagate throughout the organization, while in hierarchical organizations most information is filter out on the way to the top. Therefore, from a complexity standpoint, extending hierarchies to accommodate new members can lead to better tractability with the increasing organization size.
3.1. IEIS over POSETs

We now shift focus to the special case of POSET networks. A partially ordered set (POSET) consists of a set together with an order which is a reflexive, antisymmetric, and transitive binary relation (indicating that, for certain pairs of elements, one of them precedes the other in the ordering).

**Definition 1 (POSET Networks)** We call a network structure a POSET if the directed neighborhood relationship between its nodes satisfies the reflexive and transitive properties (note that we relax the antisymmetric property). In particular, the transitive property implies that anyone whose actions indirectly influences the observations of agent $i$ is also directly observed by her, i.e. any neighbor of a neighbor of agent $i$ is a neighbor of agent $i$ as well.

In such structures, any agent whose actions indirectly influences the observations of agent $i$ is also directly observed by her. Hence, any neighbor of a neighbor of agent $i$ is a neighbor of agent $i$ as well; the same is true for all neighbors of the neighbors of the neighbors of agent $i$, who would themselves be a neighbor of agent $i$, and so on and so forth. In particular, in a POSET network it is always true that $N_i^t \subset N_i^\tau \subset N_i$ for all $t \leq \tau$; and in particular, $N_i^t = N_i$ for all $t$: as time marches on, no new private signals will ever be discovered, only what is known about the private signals in the neighborhood $N_i$ gets refined. In more tangible terms, the POSET requirement for an agent $i$ would imply that in observing any of her neighbors $j \in N_i$, she not only observes agent $j$ but also observes anything that agent $j$ observes (except for agent $j$’s private signal).\footnote{We can regard the directed neighborhood relationship as a binary relation on the set of vertices: $i$ is in relation $R_N$ with $j$ iff $j \in N_i$. Then the POSET property would ensure that $R_N$ is a transitive relation on the set of vertices. Note that the neighborhood relationship as defined does not specify a partial order on the set of vertices because it does not satisfy the antisymmetry property. To provide for the anti-symmetry property, one needs to identify all pairs of vertices with a bidirectional link between them; thus by identifying agents who have a bidirectional link between them we obtain the neighborhood partial order $\preceq_N$ between the set of agents in a POSET group: $i \succeq_N j, \forall j \in N_i$.}

The special structure of POSET networks mitigates the issue of hidden observations, and as a result, Bayesian inferences in a POSET structure are significantly less complex. In particular, the fact that
POSET structure can be achieved as follows: each belief and come up with improved recommendations based on (3.1) and (3.2). After initializing \(j \in \mathcal{N}_t\) immaterial to her decisions, as she would never make any observations that might have been influenced of a decision maker are already directly observed by her; any other agent’s private signals would be POSET structure all agents whose actions may influence (directly or indirectly) the recommendations signals that she deems feasible for each of her neighbors individually. This is due to the fact that in a directly map an observed action to refined information about the private signals of the particular agent taking that action. We make this intuition precise in what follows by giving the exact description of the Bayesian calculations that an agent performs in a POSET structure.

Note from Table II that agent \(i\) needs only to keep track of \(\mathcal{S}_{j,t}\) for all \(j \in \mathcal{N}_i\), i.e. the private signals that she deems feasible for each of her neighbors individually. This is due to the fact that in a POSET structure all agents whose actions may influence (directly or indirectly) the recommendations of a decision maker are already directly observed by her; any other agent’s private signals would be immaterial to her decisions, as she would never make any observations that might have been influenced by those other agent’s private signals. At the \(t\)-th decision epoch, the information that is at the disposal of agent \(i\) constitutes the list of private signals that agent \(i\) deems feasible for each of her neighbors \(j \in \mathcal{N}_i\) given her observations up to time \(t\). The goal of the agent at time \(t\) is to update her list of feasible signal profiles from \(\mathcal{I}_{i,t}\) to \(\mathcal{I}_{i,t+1}\) by incorporating her observations of her neighboring actions at time \(t\): \(a_{j,t}, j \in \mathcal{N}_i\). The POSET structure allows the list of feasible signal profiles at time \(t\) to be decomposed according to the signals that are feasible for each of the neighbors individually, i.e. \(\mathcal{I}_{i,t} = \{s_i\} \times \prod_{j \in \mathcal{N}_i} \mathcal{S}_{j,t}\); the updating is thus achieved by incorporating the respective actions \(a_{j,t}\) for each \(j \in \mathcal{N}_i\) individually and transforming the respective \(\mathcal{S}_{j,t}\) into \(\mathcal{S}_{j,t+1}\). Agent \(i\) could then refine her belief and come up with improved recommendations based on (3.1) and (3.2). After initializing \(\mathcal{S}_{j,0} = \mathcal{S}_j\) for all \(j \in \mathcal{N}_i\) and \(\mathcal{I}_{i,0} = \{s_i\} \times \prod_{j \in \mathcal{N}_i} \mathcal{S}_{j,0}\), at any time \(t\) the transformation from \(\mathcal{I}_{i,t}\) into \(\mathcal{I}_{i,t+1}\) in a POSET structure can be achieved as follows:

\[(I2: \text{BAYES-POSET}). \text{The information available to agent} \ i \ \text{at time} \ t:\]
\[\bullet \ \mathcal{S}_{j,t} \subset \mathcal{S}_j \text{ for all } j \in \mathcal{N}_i \text{ is the list of private signals that agent } i \text{ deems feasible for her neighbor } j \in \mathcal{N}_i \text{ given her observations up to time } t.\]

\[(A2: \text{BAYES-POSET}). \text{Calculations of agent} \ i \ \text{at time} \ t \ \text{for deciding} \ a_{i,t+1} \ \text{in a POSET}:\]
1. For all \(j \in \mathcal{N}_i\) do:
   \[\bullet \ \text{Initialize } \mathcal{S}_{j,t+1} = \mathcal{S}_{j,t}, \text{ and for all } s_j \in \mathcal{S}_{j,t+1} \text{ do:}\]
   - Calculate \(a_{j,t}(s_j)\) given \(\mathcal{I}_{j,t}(s_j) = \{s_j\} \times \prod_{k \in \mathcal{N}_j} \mathcal{S}_{k,t}\).
   - If \(a_{j,t} \neq a_{j,t}(s_j)\), then set \(\mathcal{S}_{j,t+1} = \mathcal{S}_{j,t+1} \setminus \{s_j\}\).
2. Update \(\mathcal{I}_{i,t+1} = \{s_i\} \times \prod_{j \in \mathcal{N}_i} \mathcal{S}_{j,t+1}\).

In Appendix C, we determine the computational complexity of (A2:BAYES-POSET) as follows:
Figure 3: On the left, a directed path of length four. On the right, a directed graph is acyclic if and only if it has a topological ordering; a topological ordering of a DAG orders its vertices such that every edge goes from a lesser node (to the left) to a higher one (to the right).

THEOREM 2 (Efficient Bayesian group decisions in POSETs) There exists an algorithm with running time \(O(\text{Ann}^2 M^2)\) which given the private signal of agent \(i\) and the previous actions of her neighbors \(\{a_{j,\tau}: j \in N_i, \tau < t\}\) in any POSET, calculates \(a_{i,t}\), the updated action of agent \(i\) at time \(t\).

The highly connected structure of POSETs leads to the rich history of observations from the neighboring actions that allows for efficient computation of Bayesian decisions in POSETs. On the other hand, one can also design efficient algorithms that are tailored to the special symmetries of the signal or network structure; for example, if all agents observe i.i.d. binary signals and take their best guess of the underlying binary state (cf. Appendix D). In Appendix D, we further observe that in a path of length \(n\), the \((n-t)\)-th agent gets fixed in her decisions after time \(t\); and in particular, no agents will change their recommendations after \(t \geq n - 1\) (see the left graph in Fig. 3 for the case \(n = 4\)). The following proposition extends our above realization about the bounded convergence time of group decision process over paths to all directed acyclic graphs (DAGs), cf. e.g. Bang-Jensen and Gutin (2008). Such ordered structures include many cases of interest in real-world applications with a conceivable hierarchy among players: each agent observe her inferiors and is observed by her superiors or vice versa.\(^1\) A simple examination of the dynamics in the case of two communicating agents (with a bidirectional link between them) reveals how the conclusion of this proposition can be violated in loopy structures.

PROPOSITION 1 (Bounded convergence time of group decision process over DAGs) Let \(\mathcal{G}\) be a DAG on \(n\) nodes with a topological ordering \(\prec\), and let the agents be labeled in accordance with this topological order as follows: \(n \prec n-1 \prec \ldots \prec 1\). Then every agent \(n - t\) gets fixed in her decisions after time \(t\); and in particular, no agents will change their recommendations after \(t \geq n - 1\).

\(^1\)The key property of DAGs is their topological ordering (Bang-Jensen and Gutin, 2008, Proposition 2.1.3): a topological ordering of a directed graph is an ordering of its vertices into a sequence, such that for every edge the start vertex of the edge occurs earlier in the sequence than the ending vertex of the edge, and DAGs can be equivalently characterized as the graphs that have topological orderings. This topological ordering property allows for the influences of other agents to be addressed and analyzed in an orderly fashion, starting with the closest agents and expanding to farther and farther agents as time proceeds (see the right graph in Fig. 3). This topological ordering can be obtained by removing a vertex with no neighbors (which is guaranteed to exist in any DAG) and by repeating this procedure in the resultant DAG. Using a depth-first search (DFS) one can devise an algorithm that is linear-time in the number of nodes and edges and determines a topological ordering of a given DAG.
4. THE CASE OF REVEALED BELIEFS

Let us label \( \theta_j \in \Theta := \{ \theta_1, \ldots, \theta_m \}, j \in \{ 1, \ldots, m \} \) by \( \mathbf{\theta}_j \in \mathbb{R}^m \) which is a column vector of all zeros except for its \( j \)-th element which is equal to one. Furthermore, we relax the requirement that the action spaces \( \mathcal{A}_i, i \in [n] \) are finite sets; instead, for each agents \( i \in [n] \) let \( \mathcal{A}_i \) be the \( m \)-dimensional probability simplex: \( \mathcal{A}_i = \left\{ (x_1, \ldots, x_m) \in \mathbb{R}^m : \sum_1^m x_i = 1 \text{ and } x_i \geq 0, \forall i \right\} \). If the utility assigned to each action \( \mathbf{\pi} := (a_1, \ldots, a_m)^T \in \mathcal{A}_i \) and at every state \( \theta_j \in \Theta \), measures the quadratic squared distance between \( \mathbf{\pi} \) and \( \mathbf{\theta}_j \), then it is optimal for each agent \( i \) at any given time \( t \) to reveal her belief about the unknown state as \( \sum_{\theta_j \in \Theta} u_i(a_i, \theta_j) \mathbf{\mu}_{i,t}(\theta_j) \) in (3.2) is uniquely maximized over \( a_i \in \mathcal{A}_i \) by \( a_{i,t} = (\mathbf{\mu}_{i,t}(\theta_1), \ldots, \mathbf{\mu}_{i,t}(\theta_m))^T \).

Thence under the prescribed quadratic utility and by taking actions over the probability simplex, agents announce their beliefs truthfully at every epoch; in practice, jurors may express their belief about the probability of guilt in a criminal case or more generally people may make statements that are expressive of their beliefs. Eyster and Rabin (2010) explain that rich-enough action spaces can reveal the underlying beliefs that lead to actions; subsequently, an individual’s action is a fine reflection of her expressive of their beliefs. Ali (2014) characterizes the distinction between coarse and rich action spaces using the concept of “responsiveness”: the utility function is responsive, if a player with that utility chooses different actions at different beliefs (as is the case for the quadratic utility described above); Ali (2014) also discusses the role of responsiveness in determining the observational learning outcome.

Such agents engage in the discussion by repeatedly exchanging their beliefs about an issue of common interest, which is modeled by the state \( \theta \). For example in the course of a political debate, \( \Theta \) can be the set of all political parties and it would take a binary value in a bipartisan system. The value/identity of \( \theta \) is not known to the agents but they each receive a private signal about the unknown state \( \sum_{\theta_j \in \Theta} u_i(a_i, \theta_j) \mathbf{\mu}_{i,t}(\theta_j) \) in (3.2) is uniquely maximized over \( a_i \in \mathcal{A}_i \) by \( a_{i,t} = (\mathbf{\mu}_{i,t}(\theta_1), \ldots, \mathbf{\mu}_{i,t}(\theta_m))^T \).

Consider the finite state space \( \Theta = \{ \theta_1, \ldots, \theta_m \} \) and for all \( 2 \leq k \leq m \), let:

\[
\lambda_i(\theta_k) := \log \left( \frac{P_i,\theta_k(s_i)}{P_i,\theta_1(s_i)} \right), \quad \phi_{i,t}(\theta_k) := \log \left( \frac{\mathbf{\mu}_{i,t}(\theta_k)}{\mathbf{\mu}_{i,t}(\theta_1)} \right), \quad \gamma(\theta_k) := \log \left( \frac{\nu(\theta_k)}{\nu(\theta_1)} \right).
\]

Here and throughout Sections 4 and 5, we assume the agents have started from uniform prior beliefs and the size of the state space is \( m = 2 \), thence we enjoy a slightly simpler notation: with uniform priors \( \gamma(\theta_k) = \log(\nu_i(\theta_k)/\nu_i(\theta_1)) = 0 \) for all \( i, k \), whereas otherwise knowing the (common) priors the agents can always compensate for the effect of the priors as they observe each other’s beliefs; with a binary state space \( \Theta = \{ \theta_1, \theta_2 \} \), the agents need to only keep track of one set of belief and likelihood ratios corresponding to the pair \( \{ \theta_1, \theta_2 \} \), whereas in general the agents should form and calculate \( m - 1 \) ratio terms for each of the pairs \( \{ \theta_1, \theta_k \}, k = 2, \ldots, m \) to have a fully specified belief. For a binary state space with no danger of confusion we can use the simplified notation \( \lambda_i = \lambda_i(\theta_2) := \log(\mathbb{P}_i(s_i|\theta_2)/\mathbb{P}_i(s_i|\theta_1)) \), and \( \phi_{i,t} = \phi_{i,t}(\theta_2) = \log(\mathbf{\mu}_{i,t}(\theta_2)/\mathbf{\mu}_{i,t}(\theta_1)) \).

**Problem 1 (GROUP-DECISION)** At any time \( t \), given the graph structure \( G_t \), the private signal \( s_i \) and the history of observed neighboring beliefs \( \mathbf{\mu}_{j,\tau}, j \in N_i, \tau \in [t] \) determine the Bayesian posterior belief \( \mathbf{\mu}_{i,t+1} \).
In general GROUP-DECISION is a hard problem as we will describe in Section 5. Here, we introduce a special class of structures which play an important role in determining the type of calculations that agent $i$ should undertake to determine her posterior belief (recall that the $t$-radius ego-net of agent $i$, $\bar{\mathcal{N}}^t_i$, is the set of all agents who are within distance $t$ of or closer to agent $i$):

**Definition 2 (Transparency)** The graph structure $\mathcal{G}$ is transparent to agent $i$ at time $t$, if for all $j \in \mathcal{N}_i$ and every $\tau \leq t - 1$ we have that: $\phi_{j,\tau} = \sum_{k \in \bar{\mathcal{N}}^\tau_j} \lambda_k$, for any choice of signal structures and all possible initial signals.

The initial belief exchanges reveal the likelihoods of the private signals in the neighboring agents. Hence, from her observations of the beliefs of her neighbors at time zero $\{\mu_{j,0}, j \in \mathcal{N}_i\}$, agent $i$ learns all that she ever needs to know regarding the private signals of her neighbors so far as they influence her beliefs about the unknown state $\theta$. However, the future neighboring beliefs (at time one and beyond) are less “transparent” when it comes to reflecting the neighbors’ knowledge of other private signals that are received throughout the network. In particular, the time one beliefs of the neighbors $\phi_{j,1}, j \in \mathcal{N}_i$ is given by $\phi_{j,1} = \sum_{k \in \mathcal{N}_j^1} \lambda_k$; hence, from observing the time one belief of a neighbor, agent $i$ would only get to know $\sum_{k \in \mathcal{N}_j^1} \lambda_k$, rather than the individual values of $\lambda_k$ for each $k \in \mathcal{N}_j^1$, which her neighbor $j$ had gotten to know before reporting the belief $\phi_{j,1} = \sum_{k \in \mathcal{N}_j^1} \lambda_k$ to agent $i$. Indeed, this is a fundamental aspect of inference problems in observational learning (in learning from other actors): similar to responsiveness that Ali (2014) defines as a property of the utility functions to determine whether players’ beliefs can be inferred from their actions, transparency in our belief exchange setup is defined as a property of the graph structure (see Remark 2 on why transparency is a structural property) which determines to what extent other players’ private signals can be inferred from observing the neighboring beliefs. We also have the following simple consequence:

**Corollary 1 (Transparency at time one)** All graphs are transparent to all their agents at time one.

**Remark 2 (Transparency, statistical efficiency, and impartial inference)** Such agents $j$ whose beliefs satisfy the equation in Definition 2 at some time $\tau$ are said to hold a transparent or efficient belief; the latter signifies the fact that the such a belief coincides with the Bayesian posterior if agent $j$ were given direct access to the private signals of every agent in $\bar{\mathcal{N}}^\tau_j$. This is indeed the best possible (or statistically efficient) belief that agent $j$ can hope to form given the information available to her at time $\tau$; it specializes the perfect aggregation property of Appendix D to the case of revealed beliefs. The same connection to the statistically efficient beliefs arise in the work of Eyster and Rabin (2014) who formulate the closely related concept of “impartial inference” in a model of sequential decisions by different players in successive rounds; accordingly, impartial inference ensures that the full informational content of all signals that influence a player’s beliefs can be extracted and players can fully (rather than partially) infer their predecessors’ signals. In other words, under impartial inference, players’ immediate predecessors provide “sufficient statistics” for earlier movers that are indirectly observed (Eyster and Rabin, 2014, Section 3). Last but not least, it is worth noting that statistical efficiency or impartial inference are properties of the posterior beliefs, and as such the signal structures may be designed so that statistical efficiency or impartial inference hold true for a particular problem setting; on the other hand, transparency is a structural property of the network and would hold true for any choice of signal structures and all possible initial signals.
The following is a sufficient graphical condition for agent $i$ to hold an efficient (transparent) belief at time $t$: there are no agents $k \in \tilde{N}_i^t$ that has multiple paths to agent $i$, unless it is among her neighbors (agent $k$ is directly observed by agent $i$).

**Proposition 2 (Graphical condition for transparency)** Agent $i$ will hold a transparent (efficient) belief at time $t$ if there are no $k \in \tilde{N}_i^t \setminus N_i$ such that for $j \neq j'$, both $j$ and $j'$ belonging to $N_i$, we have $k \in \tilde{N}_j^{t-1}$ and $k \in \tilde{N}_{j'}^{t-1}$.

**Proof:** The proof follows by induction on $t$, i.e., by considering the agents whose information reach agent $i$ for the first time at $t$. The claim is trivially true at time one, since agent $i$ can always infer the likelihoods of the private signals of each of her neighbors by observing their beliefs at time one. Now consider the belief of agent $i$ at time $t$, the induction hypothesis implies that $\phi_{i,t-1} = \sum_{k \in \tilde{N}_i^{t-1}} \lambda_k$, as well as $\phi_{j,t-1} = \sum_{k \in \tilde{N}_j^{t-1}} \lambda_k$ and $\phi_{j,t-2} = \sum_{k \in \tilde{N}_j^{t-2}} \lambda_k$ for all $j \in N_i$. To form her belief at time $t$ (or equivalently its log-ratio $\phi_{i,t}$), agent $i$ should consider her most recent information $\{\phi_{j,t-1} = \sum_{k \in \tilde{N}_j^{t-1}} \lambda_k, j \in N_i\}$ and use that to update her current belief $\phi_{i,t-1} = \sum_{k \in \tilde{N}_i^{t-2}} \lambda_k$. To prove the induction claim, it suffices to show that agent $i$ has enough information to calculate the sum of log-likelihood ratios of all signals in her $t$-radius ego-net, $\tilde{N}_i^t$; i.e. to form $\phi_{i,t} = \sum_{k \in \tilde{N}_i^t} \lambda_k$. This is the best possible belief that she can hope to achieve at time $t$, and it is the same as her Bayesian posterior, had she direct access to the private signals of all agents in her $t$-radius ego-net. To this end, by using her knowledge of $\phi_{j,t-1}$ and $\phi_{j,t-2}$ she can form:

$$\hat{\phi}_{j,t-1} = \phi_{j,t-1} - \phi_{j,t-2} = \sum_{k \in \tilde{N}_j^{t-1} \setminus \tilde{N}_j^{t-2}} \lambda_k,$$

for all $j \in N_i$. Since, $\phi_{i,t-1} = \sum_{k \in \tilde{N}_i^{t-1}} \lambda_k$ by the induction hypothesis, the efficient belief $\phi_{i,t} = \sum_{k \in \tilde{N}_i^t} \lambda_k$ can be calculated if and only if,

$$\hat{\phi}_{i,t} = \phi_{i,t} - \phi_{i,t-1} = \sum_{k \in \tilde{N}_i^t \setminus \tilde{N}_i^{t-1}} \lambda_k,$$

can be computed. In the above formulation $\hat{\phi}_{i,t}$ is an innovation term, representing the information that agent $i$ learns from her most recent observations at time $t$. We now show that under the assumption that any agent with multiple paths to an agent $i$ is directly observed by her, the innovation term in (4.1) can be constructed from the knowledge of $\phi_{j,t-1} = \sum_{k \in \tilde{N}_j^{t-1}} \lambda_k$, and $\phi_{j,t-2} = \sum_{k \in \tilde{N}_j^{t-2}} \lambda_k$ for all $j \in N_i$; indeed, we show that:

$$\hat{\phi}_{i,t} = \sum_{j \in N_i} \left( \hat{\phi}_{j,t-1} - \sum_{k \in \tilde{N}_i^t; \delta(k,j)} \phi_{k,0} \right), \text{ for all } t > 1.$$

Consider any $k \in \tilde{N}_i^t \setminus \tilde{N}_i^{t-1}$, these are all agents which are at distance exactly $t$, $t > 1$, from agent $i$, and no closer to her. No such $k \in \tilde{N}_i^t \setminus \tilde{N}_i^{t-1}$ is a direct neighbor of agent $i$ and the structural assumption therefore implies that there is a unique neighbor of agent $i$, call this unique neighbor $j_k \in N_i$, satisfying $k \in \tilde{N}_{j_k}^{t-1} \setminus \tilde{N}_{j_k}^{t-2}$. On the other hand, consider any $j \in N_i$ and some $k \in \tilde{N}_j^{t-1} \setminus \tilde{N}_j^{t-2}$, such an agent $k$ is either a neighbor of $i$ or else at distance exactly $t > 1$ from agent $i$ and therefore $k \in \tilde{N}_i^t \setminus \tilde{N}_i^{t-1}$,
and element $j$ would be the unique neighbor $j_k \in \mathcal{N}_i$ satisfying $k \in \mathcal{N}^t_{j_k} \setminus \mathcal{N}^t_{j_k}$. Subsequently, we can partition
\[
\mathcal{N}^t_i \setminus \mathcal{N}^t_{j_k} = \emptyset \cup \mathcal{N}^t_{j_k} \setminus \mathcal{N}^t_{j_k}
\]
and therefore we can rewrite the left-hand side of (4.1) as follows:
\[
\dot{\phi}_{i,t} = \sum_{k \in \mathcal{N}^t_i \setminus \mathcal{N}^t_{j_k}} \lambda_k = \sum_{k \in \emptyset \cup \mathcal{N}^t_{j_k} \setminus \mathcal{N}^t_{j_k}} \sum_{k \in \mathcal{N}^t_i \setminus \mathcal{N}^t_{j_k} \cup \mathcal{N}^t_{j_k}} \lambda_k = \sum_{k \in \mathcal{N}^t_i \setminus \mathcal{N}^t_{j_k}} \lambda_k - \sum_{k \in \mathcal{N}^t_i \setminus \mathcal{N}^t_{j_k}} \lambda_k = \sum_{j \in \mathcal{N}_i} \phi_{j,t-1} - \sum_{k \in \mathcal{N}_i : \delta(k,j) = t-1} \phi_{j,t}.
\]
as claimed in (4.2), completing the proof.

Note that in the course of the proof of Proposition 2, for the structures that satisfy the sufficient condition for transparency, we obtain a simple algorithm for updating beliefs by setting the total innovation at every step equal to the sum of the most recent innovations observed at each of the neighbors, correcting for those neighbors who are being recounted:

1. Initialize: $\phi_{i,0} = \lambda_i$, $\phi_{j,0} = \lambda_j$, $\phi_{i,1} = \sum_{j \in \mathcal{N}_i} \phi_{j,0}$.
2. For $t > 1$ set: $\dot{\phi}_{j,t-1} = \phi_{j,t-1} - \phi_{j,t}$, $\phi_{i,t} = \sum_{j \in \mathcal{N}_i} \phi_{j,t-1} - \sum_{k \in \mathcal{N}_i : \delta(k,j) = t-1} \phi_{j,t}$.

Rooted (directed) trees are a special class of transparent structures, which also satisfy the sufficient structural condition of Proposition 2; indeed, in case of a rooted tree for any agent $k$ that is indirectly observed by agent $i$, there is a unique path connecting $k$ to $i$. As such the correction terms for the sum of innovations observed in the neighbors is always zero, and we have $\phi_{i,t} = \sum_{j \in \mathcal{N}_i} \dot{\phi}_{j,t-1}$, i.e. the innovation at every time step is equal to the total innovations observed in all the neighbors.

**Example 1 (Transparent structures)** Fig. 4 illustrates cases of transparent and nontransparent structures. We refer to them as first, second, third, and forth in their respective order from left to right. All structures except the first one are transparent. To see how the transparency is violated in the first structure, consider the beliefs of agent $i$: $\phi_{i,0} = \lambda_i$, $\phi_{i,1} = \lambda_i + \lambda_{j_1} + \lambda_{j_2}$; at time two, agent 1 observes $\phi_{j_1,1} = \lambda_{j_1} + \lambda_{k_1} + \lambda_{k_2}$ and $\phi_{j_2,1} = \lambda_{j_2} + \lambda_{k_3} + \lambda_{k_4}$. Knowing $\phi_{j_1,0} = \lambda_{j_1}$ and $\phi_{j_2,0} = \lambda_{j_2}$ she can infer the value of the two sub-sums $\lambda_{k_1} + \lambda_{k_2}$ and $\lambda_{k_3} + \lambda_{k_4}$, but there is no way for her to infer their total sum $\lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3} + \lambda_{k_4}$. Agent $i$ cannot hold an efficient or transparent belief at time two. The issue is resolved in the second structure by adding a direct link so that agent $k_2$ is directly observed by agent $i$; the sufficient structural condition of Proposition 2 is thus satisfied and we have $\phi_{i,2} = \lambda_i + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3}$. In structure three, we have $\phi_{i,2} = \lambda_i + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} = \lambda_i + \phi_{j_1,1} + \phi_{j_2,0}$. Structure four is also transparent and we have $\phi_{i,2} = \lambda_i + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3} + \lambda_{k_4} = \lambda_i + \phi_{j_1,1} + \phi_{j_2,1}$ and $\phi_{i,3} = \lambda_i + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3} + \lambda_{k_4} + \lambda_l = \lambda_i + \phi_{j_1,1} + \phi_{j_2,1} + (\phi_{j_1,2} - \phi_{j_1,1})$, where in the last equality we have used the fact that $\lambda_l = (\phi_{j_1,2} - \phi_{j_1,1})$. In particular, note that structures three and four violate the sufficient structural condition laid out in Proposition 2, despite both being transparent.
Figure 4: The last three structures are transparent but the first one is not.

When the transparency condition is violated, the neighboring agent’s beliefs is a complex non-linear function of the signal likelihoods of the upstream (indirectly observed) neighbors. Therefore, making inferences about the unobserved private signals from such “nontransparent” beliefs is a very complex task: it ultimately leads to agent \( i \) reasoning about feasible signal profiles that are consistent with her observations similar to the IEIS algorithm (A1:BAYES-GROUP). We elaborate on the belief calculations for the nontransparent case in Subsection 4.2, where we provide the version of IEIS algorithm that is tailored to belief communications and it can be used in the most general cases with nontransparent structures. When the transparency conditions are satisfied, the beliefs of the neighboring agents reveal the sum of log-likelihoods for the private signals of other agents within a distance \( t \) of agent \( i \). Nevertheless, even when the network is transparent to agent \( i \), cases arise where efficient algorithms for calculating Bayesian posterior beliefs for agent \( i \) are unavailable and indeed impossible (if \( \mathcal{P} \neq \mathcal{NP} \)). In Subsection 4.1, we describe the calculations of the Bayesian posterior belief when the transparency condition is satisfied. In Section 5, we show that well-known \( \mathcal{NP} \)-complete problems are special cases of the GROUP-DECISION problem and as such the latter is \( \mathcal{NP} \)-hard; there we also describe special cases where a more positive answer is available and provide an efficient algorithm accordingly.

4.1. Belief Calculations in Transparent Structures

Here we describe calculations of a Bayesian agent in a transparent structure. If the network is transparent to agent \( i \), she has access to the following information from the beliefs that she has observed in her neighbors at times \( \tau \leq t \), before deciding her belief for time \( t + 1 \):

- Her own signal \( s_i \) and its log-likelihood \( \lambda_i \).
- Her observations of the neighboring beliefs: \( \{ \mu_{j,\tau} : j \in \mathcal{N}_i, \tau \leq t \} \). Due to transparency, these beliefs reveal the following information about sums of log-likelihoods of private signals of subsets of other agents in the network: \( \sum_{k \in \bar{\mathcal{N}}_j} \lambda_k = \phi_{i,\tau} \), for all \( \tau \leq t \), and any \( j \in \mathcal{N}_i \).

From the information available to her, agent \( i \) aims to learn as much as possible about the likelihoods of the private signals of others whom she does not observe; indeed, as she has already learned the likelihoods of the signals that her neighbors have observed from their reported beliefs at time one, at times \( t > 1 \) she is interested in learning about the agents that are further away from her up to the distance \( t \). Her best hope for time \( t + 1 \) is to learn the sum of log-likelihoods of the signals of all agents that are within distance of at most \( t + 1 \) from her in the graph and to set her posterior belief accordingly; this however is not always possible as demonstrated for agent \( i \) in the leftmost graph of Fig. 4. To decide her belief, agent \( i \) constructs the following system of linear equations in \( \text{card}(\bar{\mathcal{N}}_{t+1}) + 1 \) unknowns: \( \{ \lambda_j : j \in \bar{\mathcal{N}}_{t+1}, \text{and} \lambda_{i,t+1} \} \), where \( \lambda_{i,t+1} = \sum_{j \in \bar{\mathcal{N}}_{t+1}} \lambda_j \) is the best possible (statistically efficient) belief
for agent $i$ at time $t + 1$:

\begin{equation}
(4.3) \quad \begin{cases}
    \sum_{k \in \mathcal{N}_t} \lambda_k = \phi_{j, \tau}, \text{ for all } \tau \leq t, \text{ and any } j \in \mathcal{N}_i, \\
    \sum_{j \in \mathcal{N}_t} \lambda_j - \bar{\lambda}_{i,t+1} = 0.
\end{cases}
\end{equation}

Agent $i$ can apply the Gauss-Jordan method and convert the system of linear equations in $\text{card}(\mathcal{N}_t) + 1$ variables to its reduced row echelon form. Next if in the reduced row echelon form $\bar{\lambda}_{i,t}$ is a basic variable with fixed value (its corresponding column has a unique non-zero element that is a one, and that one belongs to a row with all zero elements except itself), then she sets her belief optimally such that $\phi_{i,t+1} = \bar{\lambda}_{i,t+1}$; this is the statistically efficient belief at time $t + 1$. Recall that in the case of a binary state space, log-belief ratio $\phi_{i,t+1}$ uniquely determines the belief $\mu_{i,t+1}$.

**Statistical versus Computational Efficiency**

Having $\phi_{i,t+1} = \bar{\lambda}_{i,t+1}$ signifies the best achievable belief given the observations of the neighboring beliefs as it corresponds to the statistically efficient belief that the agent would have adopted, had she direct access to the private signals of every agent within distance $t + 1$ from her; notwithstanding the efficient case $\phi_{i,t+1} = \bar{\lambda}_{i,t+1}$ does not necessarily imply that agent $i$ learns the likelihoods of the signals of other agents in $\mathcal{N}_t$; indeed, this was the case for agent $i$ in the forth (transparent) structure of Example 1: agent $i$ learns $\{\lambda_1, \lambda_j, \lambda_{j_2}, \lambda_{k_1}, \lambda_{k_2}, \lambda_{k_3} + \lambda_{k_4}, \lambda_{l_1}\}$ and in particular can determine the efficient beliefs $\bar{\lambda}_{i,2} = \lambda_1 + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3} + \lambda_{k_4}$ and $\bar{\lambda}_{i,3} = \lambda_1 + \lambda_{j_1} + \lambda_{j_2} + \lambda_{k_1} + \lambda_{k_2} + \lambda_{k_3} + \lambda_{k_4} + \lambda_{l_1}$, but she never learns the actual values of the likelihoods $\{\lambda_{k_1}, \lambda_{k_2}, \lambda_{k_3}, \lambda_{k_4}\}$, individually. In other words, it is possible for agent $i$ to determine the sum of log-likelihoods of signals of agents in her higher-order neighborhoods even though she does not learn about each signal likelihood individually. The case where $\bar{\lambda}_{i,t+1}$ can be determined uniquely so that $\phi_{i,t+1} = \bar{\lambda}_{i,t+1}$, is not only statistically efficient but also computationally efficient as complexity of determining the Bayesian posterior belief at time $t + 1$ is the same as the complexity of performing Gauss-Jordan steps which is $O(n^3)$ for solving the $t \cdot \text{card}(\mathcal{N}_i)$ equations in $\text{card}(\mathcal{N}_t) + 1$ unknowns. Note that here we make no attempt to optimize these computations beyond the fact that their growth is polynomial in $n$. This is an interesting alignment that emerges between statistical and computational efficiency in group decision process, and it is in contrast with the trade-off between statistical and computational performance that is reported in other graphical inference problems such as sparse principal component analysis, planted partition and stochastic block models, as well as sub-matrix localization, where there is an “information-computation gap” between what is achievable in polynomial-time and what is statistically optimal (achieves the information theoretic limit); cf. Chen and Xu (2016); Wang et al. (2016).

Next we consider the case where $\bar{\lambda}_{i,t+1}$ is not a basic variable in the reduced row echelon form of system (4.3) or it is a basic variable but its value is not fixed by the system and depends on how the free variables are set. In such cases agent $i$ does not have access to the statistically efficient belief $\bar{\lambda}_{i,t+1}$. Instead she has to form her Bayesian posterior belief by inferring the set of all feasible signals for all agents in $\mathcal{N}_i$ whose likelihoods are consistent with the system (4.3). To this end, she keeps track of the set of all signal profiles at any time $t$ that are consistent with her information, system (4.3), at that time. Following the IEIS procedure of Section 3, let us denote the set of feasible signal profiles for agent $i$ at time $t$ by $\mathcal{I}_{i,t}$. The general strategy of agent $i$, would be to search over all elements of $\mathcal{I}_{i,t}$ and to eliminate (refute) any signal profile $\bar{s}$ that is inconsistent with (i.e. does not satisfy) the $\mathcal{N}_i$ new equations revealed to her from the transparent beliefs of her neighbors. For a signal profile $\bar{s} = (s_1, s_2, \ldots, s_n)$,
let $\lambda_i(\bar{s}) := \log(\mathbb{P}_{i,\theta_2}(s_i)/\mathbb{P}_{i,\theta_1}(s_i))$ denote the log-likelihood ratio of its $i$-th component private signal. Given the list of feasible signal profiles $\mathcal{I}_{i,t}$ for agent $i$ at time $t$, we formalize the calculations of agent $i$, subject to observation of the transparent beliefs of her neighbors $\phi_{j,t}, j \in \mathcal{N}_i$, as follows:

(A3: BAYES-TRANSPARENT). Calculations of agent $i$ at time $t$ for deciding $\mu_{i,t+1}$ in a structure that is transparent to her:

1. Initialize $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t}$.

2. For all $\bar{s} \in \mathcal{I}_{i,t+1}$ and any $j \in \mathcal{N}_i$ do:
   - If $\phi_{j,t} \neq \sum_{k \in \mathcal{N}_j^+} \lambda_k(\bar{s})$, then set $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t+1} \setminus \{\bar{s}\}$.

3. Given $\mathcal{I}_{i,t+1}$, calculate the updated belief $\mu_{i,t+1}$ according to (3.1).

Despite the relative simplification that is brought about by transparency, in general there is an exponential number of feasible signal profiles and verifying them for the new $\mathcal{N}_i$ equations would take exponential time. The belief calculations may be optimized by inferring the largest subset of individual likelihood ratios whose summation is fixed by system (4.3). The verification and refutation process can then be restricted to the remaining signals whose sum of log-likelihoods is not fixed by system (4.3). For example in leftmost structure of Fig. 4, agent $i$ will not hold a transparent belief at time 2 but she can determine the sub-sum $\lambda_i + \lambda_{j_1} + \lambda_{j_2}$ and her belief would involve a search only over the profile of the signals of the remaining agents $(s_{k_1}, s_{k_2}, s_{k_3})$. At time two, she finds all $(s_{k_1}, s_{k_2}, s_{k_3})$ that agree with the additionally inferred sub-sums $\phi_{j_1,1} - \phi_{j_1,0} = \lambda_{k_1} + \lambda_{k_2}$ and $\phi_{j_2,1} - \phi_{j_2,0} = \lambda_{k_2} + \lambda_{k_3}$; indeed we can express $\phi_{i,2}$ as follows:

$$\phi_{i,2} = \lambda_i + \lambda_{j_1} + \lambda_{j_2} + \log \sum_{(s_{k_1}, s_{k_2}, s_{k_3}) \in \mathcal{I}_{i,2}} \mathbb{P}_{k_1,\theta_2}(s_{k_1})\mathbb{P}_{k_2,\theta_2}(s_{k_2})\mathbb{P}_{k_3,\theta_2}(s_{k_3})$$

where

$$\mathcal{I}_{i,2} = \{(s_{k_1}, s_{k_2}, s_{k_3}) : \log \frac{\mathbb{P}_{k_1,\theta_2}(s_{k_1})}{\mathbb{P}_{k_1,\theta_1}(s_{k_1})} + \log \frac{\mathbb{P}_{k_2,\theta_2}(s_{k_2})}{\mathbb{P}_{k_2,\theta_1}(s_{k_2})} = \lambda_{k_1} + \lambda_{k_2}, \text{ and}$$

$$\log \frac{\mathbb{P}_{k_3,\theta_2}(s_{k_3})}{\mathbb{P}_{k_3,\theta_1}(s_{k_3})} = \lambda_{k_2} + \lambda_{k_3}\}.$$
4.2. Belief Calculations in Nontransparent Structures

In general nontransparent structures where one or more of the neighboring beliefs do not satisfy the transparency conditions in Definition 2, agent $i$ would have to follow an IEIS strategy similar to (A1:BAYES-GROUP) to construct her Bayesian posterior belief given her observations of her neighbors’ nontransparent beliefs. Accordingly, as in Table I, for every profile of initial signals $\sigma = (s_1, s_2, \ldots, s_n)$ she constructs a list of all signal profiles that she believes are deemed feasible by another agent $j$, given what she believes agent $j$ may have observed up until time $t$ conditioned on the initial signals being prescribed by $\sigma$. Subsequently, the information available to her at time $t$ is the same as that in (II: BAYES-GROUP); and she uses this information to update her list of feasible signal profiles from $\mathcal{I}_{i,t}$ to $\mathcal{I}_{i,t+1}$. Before presenting the exact calculations for determining the Bayesian posterior of agent $i$, note that rather than the conditionally feasible actions for each agent $j$, given by $a_{j,t}^{(i)}(\sigma)$ in Table I, agent $i$ in the case of revealed beliefs would instead keep track of $\hat{\mu}_{j,t}^{(i)}(\sigma) = (\mu_{j,t}^{(i)}(\sigma; \theta_1), \ldots, \mu_{j,t}^{(i)}(\sigma; \theta_m))$, i.e. the belief that she deems optimal for each agent $j$, given what she believes agent $j$ could have observed up until time $t$ conditioned on the event that the initial signals of all agents are prescribed according to $\sigma$. Note that following (3.3), we have:

$$\mu_{j,t}^{(i)}(\sigma; \theta_k) = \frac{\sum_{\sigma' \in I_{j,t}^{(i)}(\sigma)} p_{\theta_k}(\sigma') \nu(\theta_k)}{\sum_{l=1}^{m} \sum_{\sigma' \in I_{j,t}^{(i)}(\sigma)} p_{\theta_l}(\sigma') \nu(\theta_l)}.$$ 

Calculations of agent $i$ at time $t$ enables her to update her information at time $t$ to incorporate her newly obtained data which constitute her observations of her neighbors’ most recent beliefs $\hat{\mu}_{j,t}$ for all $j \in \mathcal{N}_i$; whence she refines $\mathcal{I}_{i,t}$ to $\mathcal{I}_{i,t+1}$ and updates her belief using (3.1). This is achieved as follows:

(A4: BAYES-NONTRANSPARENT). Calculations of agent $i$ at time $t$ for deciding her Bayesian posterior $\hat{\mu}_{i,t+1}$:

1. For all $\sigma := (s_1, \ldots, s_n) \in S_1 \times \ldots \times S_n$ and all $j \in \mathcal{N}_i^{t+1}$ do:
   
   - If $\delta(j, i) = t + 1$, initialize $\mathcal{I}_{j,t}^{(i)}(\sigma) = \{s_j\} \times \prod_{k \neq j} S_k$.
   - Else initialize $\mathcal{I}_{j,t+1-\delta(j,i)}^{(i)}(\sigma) = \mathcal{I}_{j,t-\delta(j,i)}^{(i)}(\sigma)$ and for all $\sigma' \in \mathcal{I}_{j,t+1-\delta(j,i)}^{(i)}(\sigma)$ do:
     
     - For all $k \in \mathcal{N}_j$ if $\hat{\mu}_{k,t-\tau}^{(i)}(\sigma') \neq \hat{\mu}_{k,t-\tau}^{(i)}(\sigma)$, then $\mathcal{I}_{j,t+1-\tau}^{(i)}(\sigma) = \mathcal{I}_{j,t+1-\tau}^{(i)}(\sigma) \setminus \{\sigma'\}$.

2. Initialize $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t}$ and for all $\sigma \in \mathcal{I}_{i,t+1}$ do:
   
   - For all $j \in \mathcal{N}_i$ if $\hat{\mu}_{j,t} \neq \hat{\mu}_{j,t+1}(\sigma)$, then $\mathcal{I}_{i,t+1} = \mathcal{I}_{i,t+1} \setminus \{\sigma\}$.

3. Given $\mathcal{I}_{i,t+1}$, calculate the updated belief $\hat{\mu}_{i,t+1}$ according to (3.1).
signal profile will be rejected and removed from the feasible set if the simulated belief of a neighbor conditioned on that signal profile does not agree with the actual (observed) beliefs at that time. On the other hand, in a transparent structure, the agent does not need to simulate the beliefs of other agents conditioned on a signal profile to investigate its feasibility; compare step (1) of (A3: BAYES-TRANSPARENT) with step (1) of (A4: BAYES-NONTRANSPARENT). She can directly verify whether the individual signals likelihoods satisfy the most recent set of constraints that are revealed to the agent at time $t$ from the transparent beliefs of her neighbors; and if any one of the new equations is violated, then that signal profile will be rejected and removed from the feasible set. This constitutes an interesting bridge between statistical and computational efficiency in group decision processes.

5. HARDNESS OF GROUP-DECISION

In this section we prove:

**Theorem 3 (Hardness of GROUP-DECISION)** The GROUP-DECISION (Problem 1) is $\mathcal{NP}$-hard.

We provide two reductions for the proof of Theorem 3, one reduction is to the SUBSET-SUM problem and the other reduction is to the EXACT-COVER problem. In both reductions, we use binary signal spaces for all the agents; however, the first reduction requires agents to receive different signals with non-identical probabilities whose variety increases with the network size so that we can accommodate the increasing set size. Our second reduction, on the other hand, works with i.i.d. binary signals but still relies on a complex network structure (with unbounded degrees, i.e. node degrees increase with the increasing network size) to realize arbitrary instances of EXACT-COVER.

The particular structures in which the two problems are realized are depicted in Fig. 5. The graph on the left is used for the SUBSET-SUM reduction and the graph on the right is used for the EXACT-COVER problem. The SUBSET-SUM problem asks if given a set of $n$ positive integers $\ell_1, \ldots, \ell_n$ and another positive integer $q$, there is a non-empty subset of $\{\ell_1, \ldots, \ell_n\}$ that sum to $L$. We encode the $n$ parameters $\{\ell_1, \ldots, \ell_n\}$ of the SUBSET-SUM problem using the log-likelihood ratios of binary signals that the $n$ agents in the top layer of the left graph in Fig. 5 receive. The encoding is such that $\ell_h = \bar{\ell}_h - \ell_h$ for all $h \in [n]$, where $\bar{\ell}_h$ and $\ell_h$ are the log-likelihood ratios of the one and zero signals for each of the $n$ agents $w_h, h \in [n]$. Throughout this section and when working with binary signals, we use the over and under bars to indicate the log-likelihood ratios of the one and zero signals, respectively. Similarly, we denote the log-likelihood ratios of the signals of the two agents $j_1$ and $j_2$ at time one in such a way that agent $i$ needs to decide whether the observed aggregates are caused by all of the indirectly observed agents $w_1, \ldots, w_n$ and $k_1, k_2$ having reported zero signals to $j_1$ and $j_2$; or else it is possible that the contributions from some of the one signals among $w_1, \ldots, w_n$ is canceled out in the aggregate by the one signals in $k_1$ and $k_2$. In the latter case, those agents, $w_h$, who have received one signals, $s_{w_h} = 1$, constitute a feasibility certificate for the SUBSET-SUM problem, as their respective values of $\ell_h$ sum to $L$. In Appendix E, we show that the decision problem of agent $i$ in the designed scenario (after her observations of the beliefs of $j_1$ and $j_2$) simplifies to the feasibility of the SUBSET-SUM problem with parameters $\ell_1, \ldots, \ell_n$ and $L$.

We use the right-hand side structure of Fig. 5 for the EXACT-COVER reduction. Unlike the SUBSET-SUM reduction, in the EXACT-COVER reduction we do not rely on unboundedly many types of signals. Given a set of $n$ elements $\{j_1, \ldots, j_n\}$ and a family of $m$ subsets $\{W_1, \ldots, W_m\}$, $W_h \subset \{j_1, \ldots, j_n\}$ for
Figure 5: The graph structure on the left is used for the SUBSET-SUM reduction. The graph structure on the right is used for the EXACT-COVER reduction. In the particular instance of EXACT-COVER that is depicted on the right, we have that $j_1 \in W_1$ and $j_1 \in W_m$, as the links in the top two layers indicate the inclusion relations among subsets $W_1, \ldots, W_m$ and elements $j_1, \ldots, j_n$.

all $h \in [m]$, the EXACT-COVER problem asks if it is possible to construct a non-intersecting cover (partition) of $\{j_1, \ldots, j_n\}$ using a (disjoint) subfamily of $\{W_1, \ldots, W_m\}$. Given any instances of the EXACT-COVER problem, we can encode the inclusion relations between the $n$ elements $\{j_1, \ldots, j_n\}$ and $m$ subsets $\{W_1, \ldots, W_m\}$ using the bipartite graph in the first two layers of the right structure in Fig. 5. Here each node represents the respective entity (element $j_r$ or subset $W_h$, $r \in [n]$ and $h \in [m]$) of the same name: an edge from a node $w_h$ to a node $j_r$ for some $h \in [m]$ and $r \in [n]$ indicates that element $j_r$ is included in the subset $W_h$. Our strategy is again to take any instance of the EXACT-COVER problem and design the signal structures such that agent $i$’s belief in the corresponding instance of GROUP-DECISION problem (with the network structure given in the right hand side of Fig. 5) would indicate her knowledge of the feasibility of the (arbitrarily chosen) instance of the EXACT-COVER problem (that is encoded by the first two layers of the right hand side graph in Fig. 5). We use $\ell$ and $\ell'$ for the log-likelihood ratios of the one and zero signals of the $w_1, \ldots, w_m$ nodes and set these parameters such that $\ell - \ell' = 1$. Similarly, we denote the log-likelihood ratios of the one and zero signals in the node $k$ by $\ell^*$ and $\ell'^*$, and set them such that $\ell^* - \ell'^* = -1$. In Appendix F, we design a set of observations for agent $i$ such that her belief at time 2 would require her to know whether her observations of the beliefs of $j_1, \ldots, j_n$ are caused by all agents $w_1, \ldots, w_m$ as well as agent $k$ having received zero signals, or else whether it is possible that some of the agents among $w_1, \ldots, w_m$ have received one signals and their aggregate effects on the beliefs of $j_1, \ldots, j_n$ are canceled out by the one signal that agent $k$ has received. The latter happens only when the corresponding instance of the EXACT-COVER problem (coded by the right hand graph of Fig. 5) is feasible. In such cases, those sets among $W_1, \ldots, W_m$ whose respective agents have receive one signals, $\{W_h : h \in [m], s_{wh} = 1\}$, constitute a disjoint subfamily that covers $\{j_1, \ldots, j_n\}$.

The detailed reductions are presented in Appendices E and F. It is worth highlighting that our $NP$-hardness reductions show that the GROUP-DECISION problem is hard to solve in the worst case. In other words, there exist network structures and particular profiles of private signals that lead to specific observations of the neighboring beliefs, such that making an inference about the observed beliefs and forming a Bayesian posterior belief conditioned on those observations is not possible in computation times that increase polynomially with the network size (unless $P = NP$). Alternatively, one may be interested in the complexity of computations in specific network structures with increasing size, such as trees, cycles, or complete graphs for which we know that beliefs can be computed efficiently by
virtue of their transparency. Moreover, one may also be interested in the complexity of computations in an average sense (for “typical” network structures and “typical” private signals). Deriving complexity notions in these alternative settings is much more difficult; indeed, development of such alternative notions of complexity is an active area of research in theory of computation, cf. e.g. Bogdanov et al. (2006) for average-case complexity with respect to random inputs, and cf. e.g. Motwani and Raghavan (2010) for the relevant complexity notions that apply to randomized algorithms.

Remark 3 (Beyond $\mathcal{NP}$-hardness) Both reductions are set up such that the feasibility of the corresponding $\mathcal{NP}$-complete problem (SUBSET-SUM or EXACT-COVER) is reflected in the time-two beliefs of agent $i$. However, the beliefs in both cases contain more information than the simple yes or no answer to the feasibility questions. Effectually, the information content of beliefs amounts to a weighted sum over all the feasibility certificates (each certificate is represented by a particular signal profile and is weighted by the likelihood of that particular signal profile). One possibility is to prove hardness in a class of functional problems such as $\#\mathcal{P}$. The class $\#\mathcal{P}$ is comprised of the counting problems associated with the problems in $\mathcal{NP}$. The latter is a class of decision problems for which the positive instances have an efficiently verifiable proof. While $\mathcal{NP}$ captures the difficulty of finding any certificates, the class $\#\mathcal{P}$ captures the difficulty of counting the number of all valid certificates (if any). As such the problems in $\#\mathcal{P}$ are naturally harder than those in $\mathcal{NP}$, cf. e.g. (Arora and Barak, 2009, Chapter 17).

The EXACT-COVER reduction relies critically on the fact that the number of directly observed neighbors (corresponding to the number of equations in the EXACT-COVER reduction) are allowed to increase. If the number of neighbors is fixed but different agents receive different signals with varying distributions, then our SUBSET-SUM reduction in Appendix E again verifies that the hardness property holds. Our next example shows that either of the two structural features (increasing size of the neighborhood or infinitely many types of private signals among the indirectly observed agents) are needed to obtain a hard problem; indeed, an efficient calculation of beliefs may be possible when the neighborhood sizes are kept fixed and agents receive i.i.d. private signals.

For example in the left structure of Fig. 5 we can efficiently compute the beliefs if $\{w_1,\ldots,w_n\}$ are receiving i.i.d. binary signals. To see how the belief of agent $i$ at time two can be computed efficiently in the number of indirectly observed neighbors ($n$), suppose that the signal structures for agent $i$, her neighboring agents $\{j_1,j_2\}$, and the indirectly observed agents $\{k_1,k_2,w_1,\ldots,w_n\}$ are the same as $\{j_h,h \in [n]\}$ and $\{w_h,h \in [m]\}$ in EXACT-COVER reduction of Appendix F: $\{i,j_1,j_2\}$ receiving non-informative signals and $\{k_1,k_2,w_1,\ldots,w_n\}$ receiving i.i.d. binary signals, whose likelihoods satisfy $\lambda_r = s_r(\ell - \ell) + \ell$ for all $r \in \{k_1,k_2,w_1,\ldots,w_n\}$ as in (F.1) of Appendix F. Subsequently, $\phi_{i,0} = \phi_{j_1,0} = \phi_{j_2,0} = \phi_{i,1} = 0$, due to their initial noninformative signals. At time two, agent $i$ has to incorporate the time one beliefs of her neighbors, which are themselves caused by the time zero beliefs of $k_1,k_2,w_1,\ldots,w_n$: Given $\phi_{j_r,1} = \lambda_{k_r} + \sum_{h=1}^{n} s_{w_h}$, for $r = 1,2$, agent $i$ aims to determine her belief at time two (or equivalently $\phi_{i,2}$). Using (F.1), we can write

$$\psi_{j_r} = s_{k_r} + \sum_{h=1}^{n} s_{w_h} = \frac{1}{\ell - \ell} (\phi_{j_r,1} - \text{card}(\mathcal{N}_{j_r}) \ell), r \in \{1,2\},$$

where $\psi_{j_r}$ are necessarily non-negative integers belonging to $[n+1]_0 = \{0\} \cup [n+1]$, due to their generation process; i.e. the fact that they count the number of one signals that are received in the neighborhood $\mathcal{N}_{j_r}$ of each of the neighbors $j_r, r = 1,2$. To proceed, let $\eta \in [n]_0$ be the number of agents
among \( \{w_1, \ldots, w_n\} \) who have received one signals. Depending on the relative values of \( \psi_{j_1} \) and \( \psi_{j_2} \) three cases may arise, and the subsequent beliefs \( \phi_{i,2} \) in each case are listed below:

1. If \( \psi_{j_1} \neq \psi_{j_2} \), then exactly one of the two signals \( s_{k_1} \) and \( s_{k_2} \) is a one and the other one is zero, the latter corresponding to the lower of the two counts \( \psi_{j_1} \) and \( \psi_{j_2} \). We further have that \( \eta = \min\{\psi_{j_1}, \psi_{j_2}\} \) and \( \phi_{i,2} = (\eta + 1)\ell + (n - \eta + 1)\ell^2 \).

2. If \( \psi_{j_1} = \psi_{j_2} = 0 \), then every body in the second order neighborhood of \( i \) has received a zero and we have \( \phi_{i,2} = (n + 2)\ell^2 \).

3. If \( \psi_{j_1} = \psi_{j_2} \geq 1 \), then either \( s_{k_1} = s_{k_2} = 0 \) and \( \eta = \eta_0 = \psi_{j_1} \) or \( s_{k_1} = s_{k_2} = 1 \) and \( \eta = \eta_1 = \psi_{j_1} - 1 \). In this case, the belief of agent \( i \) at time two is given by: \( \phi_{i,2} = \log(f_{\theta_2}/f_{\theta_1}) \), where \( f_{\theta_1} \), \( r = 1, 2 \) is defined as: \( f_{\theta_r} = \binom{m}{\eta_r}(s = 1)^{m+2}\mathbb{P}_{\theta_r}(s = 0)^{n-m} + \binom{m}{\eta_0}(s = 1)^\eta\mathbb{P}_{\theta_r}(s = 0)^{n-\eta+2} \).

In Appendix G, we devise a similar algorithm to calculate the time two belief of agent \( i \) in the left-hand-side structure of Fig. 5 (by counting the number of agents \( \ell \in [m] \) for which \( s_{wh} = 1 \)), with time-complexity \( O(n^2m^2n^2 + m^1 + 2^{n^2}(2^{2n})(3m+2)) \): increasing polynomially in \( m \) for a fixed neighborhood size \( n \).

6. DISCUSSION, CONCLUDING REMARKS, AND FUTURE DIRECTIONS

In this paper, we analyzed recommendations of rational agents in a group decision process, as they each observe an exogenous initial private signal and are exposed to the recommendations of (a subset) of other group members in the ensuing decision epochs. Such agents in a group decision process have purely informational externalities, but they still need to interpret (and learn from) the actions of others subject to the fact that they are acting rationally. Other members’ actions reveal additional information about the state of the world, which can be then used to make better future recommendations. Indeed, the actions of neighbors are informative only to the extent that they reveal information about their private signals; and as time marches on, more information is revealed about the private signals of neighbors, and neighbors of neighbors, etc. Hence, after a long enough time, all players would be (partially) informed about the private signals of all other players if the graph is connected. We analyzed the complexity of decision-making in this information structure. Iterated elimination of infeasible signals (IEIS) curbs some of the complexities of inference in group decision-making, although its running time is exponential. These computations simplify and become efficient in a POSET structure where the agent has direct access to all observations of her neighbors (except their private signals). The computations also simplify in special symmetric settings, for example with i.i.d. binary signals over a directed path, or a rooted (directed) tree (cf. Appendix D). An open problem is to investigate other configurations and structures for which the computation of Bayesian actions is achievable in polynomial-time. It is also of interest to know the quality of information aggregation; i.e. under what conditions on the signal structure and network topology, Bayesian actions coincide with the best action given the aggregate information of all agents.

In the special case that agents reveal their beliefs to each other, we introduce and analyze a structural property of the graph, referred to as transparency, which plays a critical role in characterizing the complexity of the computations when forming Bayesian posterior beliefs. Bayesian beliefs in transparent structures are both easy to compute and statically efficient; in the sense that they coincide with the Bayesian posterior of the agent, had she direct access to the private signals of all agents whom she has observed, either directly, or indirectly through their influences on her neighbors, neighbors of neighbors, etc.

We proved the \( NP \)-hardness of the Bayesian belief exchange problem by providing reductions that show well-known \( NP \)-complete problems such as SUBSET-SUM and EXACT-COVER are special cases...
of the group decision problem. The former relies on the increasing variety of signal types and the latter relies on the increasing neighborhood size. Here we note that the nature of the two reductions in Appendices E and F leave space for strengthening the complexity class of the GROUP-DECISION problem beyond $\mathcal{NP}$, cf. Remark 3 in Section 5. Another possibility is to prove that the beliefs are even hard to approximate, by exploiting the gap that exists between the log-ratio of beliefs, depending on whether the underlying instance of the decision problem is feasible or not.

Transparency of the network structure to agent $i$ allows her to trace the reported beliefs of her neighbors directly to their root causes which are the private signals of other agents. When transparency is violated, the neighboring beliefs are complicated highly non-linear functions of the signal likelihoods and the forward reasoning approach can no longer be applied to search for possible signals that lead to observed beliefs; indeed, when transparency is violated then the observed beliefs represent what signal profiles are regarded as feasible by the neighbors. This is quite different from the transparent case where the beliefs of neighbors directly reflect their knowledge about the likelihoods of signals that occur in the higher-order neighborhoods. In other words, in a nontransparent structure, agent $i$ cannot use the reported beliefs of her neighbors to make direct inferences about the original causes of those reports which are the private signals in the higher-order neighborhoods. Instead, to keep track of the feasible signal profiles that are consistent with her observations agent $i$ should consider what beliefs other agents would hold under each of the possible signal profiles and to prune the infeasible ones following an IEIS procedure. A similar observation can be made in the case of POSETs and actions: as compared with general graphs, POSETs remove the need to simulate the network at a given signal profile to reject or approve it. Instead, we can directly verify if each individual private signal agrees with the observed action of its respective agent and if it does not, then it is rejected and removed from the list of feasible private signals.

Although determining the posterior beliefs during a group decisions process is, in general, $\mathcal{NP}$-hard, for transparent structures the posterior belief at each step can be computed efficiently using the reported beliefs of the neighbors. Furthermore, the optimality of belief exchange over transparent structures is a unique structural feature of the inference set up in group decision processes. It provides an interesting and distinct addition to known optimality conditions for inference problems over graphs. In particular, the transparent structures over which efficient and optimal Bayesian belief exchange is achievable include many loopy structures in addition to trees.\footnote{It is well known that if a Bayesian network has a tree (singly connected or polytree) structure, then efficient inference can be achieved using belief propagation (message passing or sum-product algorithms), cf. Pearl (2014). However, in general loopy structures, belief propagation only gives a (potentially useful) approximation of the desired posteriors, cf. Murphy et al. (1999). Notwithstanding, our Bayesian belief exchange set up also greatly simplifies in the case of tree structures, admitting a trivial sum of innovations algorithm. Chandrasekaran et al. (2012) study the complexity landscape of inference problems over graphical models in terms of their treewidth. For bounded treewidth structures the junction-tree method (performing belief propagation on the tree decomposition of the graph) works efficiently (Cowell et al. (2006)) but there is no class of graphical models with unbounded treewidth in which inference can be performed in time polynomial in treewidth.} It would be particularly interesting if one can provide a tight graphical characterization for transparency or provide other useful sufficient conditions that ensure transparency and complement our Proposition 2. More importantly, one would look for other characterizations of the complexity landscape and find other notions of simplicity that are different from transparency.
APPENDIX A: CONVERGENCE TO EQUILIBRIUM AND CONSENSUS IN SYMMETRIC GROUPS

Following Molavi et al. (2015) and Rosenberg et al. (2009), the asymptotic outcome of Bayesian group decision can be characterized as a Markov perfect Bayesian equilibrium in a repeated game of incomplete information that is played by successive generations of short-lived players. Short-lived agents inherit the beliefs of the player playing in the previous stage in their role while also observing the last stage actions of the players in their social neighborhood. Rational myopia arise by nature of short-lived agents, and the equilibrium concept can be used to study the rational myopic decisions, subject to the assumption that other players are also playing their myopic best responses given their own information. Markov perfect Bayesian equilibrium is the appropriate solution concept for the study of Bayesian group decision processes because a Markovian strategy for agent $i$ can depend on the information available to her, $h_{i,t}$, in her role as agent $i$ at time $t$, only to extent that $h_{i,t}$ is informative about $\theta$, the pay-off relevant state of the world. Molavi et al. (2015) provide the following recursive construction of Markovian strategy profiles: consider the probability triplet $(\Omega, \mathcal{B}, P)$, where $\Omega = \Theta \times \prod_{i \in [n]} S_i$, $\mathcal{B}$ is the Borel sigma algebra, and $P$ assigns probabilities to the events in $\mathcal{B}$ consistently with the common prior $\nu$ and the product of the signal likelihoods; for each $i$, let $\sigma_{i,0} : \Omega \rightarrow A_i$ be a measurable map defined on $(\Omega, \mathcal{B}, P)$ that specifies the time zero action of agent $i$ as a function of her private signal, and let $\mathcal{H}_{i,0}$ denote the information available to agent $i$ at time zero which is the smallest sub-sigma algebra of $\mathcal{B}$ that makes $s_i$ measurable. Then for any time $t$, we can define a Markovian strategy $\sigma_{i,t}$, recursively, as a random variable which is measurable with respect to $\mathcal{H}_{i,t}^{-1}$, where $\sigma_{t-1} = (\sigma_{1,t-1}, \ldots, \sigma_{n,t-1})$, $\sigma_{i,t-1} = (\sigma_{i,0}, \ldots, \sigma_{i,t-1})$ for all $i$, and $\mathcal{H}_{i,t}^{-1}$ is the smallest sub-sigma algebra of $\mathcal{B}$ that makes $s_i$ and $\sigma_{j,t-1}, j \in N_i$ measurable. The contributions of Molavi et al. (2015) and Rosenberg et al. (2009) consist of proving convergence to an equilibrium profile $\sigma_\infty$ and showing consensus properties for the equilibrium profile, the former (convergence result) relies on the compactness of the action space, while the latter (asymptotic consensus result) relies on an imitation principle argument that works for common (symmetric among the agents) utility and action structures.¹ Both results rely on some analytical properties of the utility function as well, such as supermodularity² in Molavi et al. (2015) or continuity (where the action spaces are metric compact spaces) and boundedness between $L_2$ integrable functions in Rosenberg et al. (2009). Other works have looked at different asymptotics; in particular, information aggregation and learning as the number of agents grows Mossel et al. (2014, 2015). In this work we are interested in the computations that are required of a Bayesian agent in order for her to achieve her optimal recommendations at every (finite) step during a group decision process, rather than the asymptotic and equilibrium properties of such recommendations.

¹In symmetric groups all agents have the same action space $A_i = A_j$ for all $i,j$ and identical utility functions $u_i(a, \theta) = u_j(a, \theta)$ for all $a \in A$ and any $\theta \in \Theta$. Symmetric settings arise very naturally in group-decision scenarios where people have similar preferences about the group-decision outcome and seek the same truth or a common goal. In such scenarios, the question of consensus or unanimity is of particular importance, as it gives a sharp prediction about the group decision outcome and emergence of agreement among individual decision makers.

²In general, the supermodularity of the utilities signifies strategic complementarity between the actions of the players, as is the case for Molavi et al. (2015); however, in the absence of strategic externalities (as is the case for group decisions) supermodularity implies a case of diminishing returns: $u_i(\cdot, \cdot)$ is strictly supermodular iff $u_i(\min\{a, a'\}, \theta) + u + i(\max\{a, a'\}, \theta) > u_i(a, \theta) + u_i(a', \theta)$, for all $a \neq a' \in A_i$ and each $\theta \in \Theta$. 
APPENDIX B: COMPLEXITY OF BAYESIAN DECISIONS USING (A1: BAYES-GROUP)

Suppose that agent $i$ has reached her $t$-th decision epoch in a general network structure. Given her information (11) at time $t$, for all $\bar{s} = (s_1, \ldots, s_n) \in S_1 \times \ldots \times S_n$ and any $j \in N_i^{t+1}$ she has to update $\mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ into $\mathcal{I}^{(i)}_{j,t+1-\delta(j,i)}(\bar{s})$. If $\delta(j,i) = t + 1$ then agent $j$ is being considered for the first time at the $t$-th decision epoch and $\mathcal{I}^{(i)}_{j,0}(\bar{s}) = \{s_j\} \times \prod_{k \neq j} S_k$ is initialized without any calculations. However if $\delta(j,i) \leq t$, then $\mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ can be updated into $\mathcal{I}^{(i)}_{j,t+1-\delta(j,i)}(\bar{s}) \subset \mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ only by verifying the condition $a^{(i)}_{k,t-\delta(j,i)}(\bar{s}') = a^{(i)}_{k,t-\delta(j,i)}(\bar{s})$ for every $\bar{s}' \in \mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ and $k \in N_j$: any $\bar{s}' \in \mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ that violates this condition for some $k \in N_j$ is eliminated and $\mathcal{I}^{(i)}_{j,t+1-\delta(j,i)}(\bar{s})$ is thus obtained by pruning $\mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$.

Verification of $a^{(i)}_{k,t-\delta(j,i)}(\bar{s}') = a^{(i)}_{k,t-\delta(j,i)}(\bar{s})$ involves calculations of $a^{(i)}_{k,t-\delta(j,i)}(\bar{s}')$ and $a^{(i)}_{k,t-\delta(j,i)}(\bar{s})$ according to (3.3). The latter requires the addition of $\text{card}(\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s}))$ product terms $u_k(a_k, \theta') \mathbb{P}_{\theta'}(\bar{s}')$ 
\[ \nu(\theta') = u_k(a_k, \theta') \mathbb{P}_{\theta'}(s_{j1}' \ldots \mathbb{P}_{\theta'}(s_{nj}' \ldots) \nu(\theta') \text{ for each } \bar{s}' \in \mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s}), \theta' \in \Theta, \text{ and } a_k \in A_k \text{ to evaluate the left hand-side of (3.3). Hence, we can estimate the total number of additions and multiplications required for calculation of each (conditionally) feasible action } a^{(i)}_{k,t-\delta(j,i)}(\bar{s}) \text{ as } A \cdot \mathbb{P}_{\theta'}(s_{j1}' \ldots) \text{ product terms.} \]

The former requires the addition of $\text{card}(\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s}))$ 
\[ \sum_{j \colon \delta(j,i) \leq t} \sum_{k \in N_j} \text{card}(\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s})) \leq A \cdot \mathbb{P}_{\theta'}(s_{j1}' \ldots) \text{ product terms.} \]

where we upper-bound the cardinality of the union of the higher-order neighborhoods of agent $i$ by the total number of agents: $\text{card}(\mathcal{N}_{i}^{t+1}) \leq n$ and use the inclusion relationship $\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s}) \subset \mathcal{I}^{(i)}_{k,0}(\bar{s}) = \{s_k\} \times \prod_{j \neq \bar{s}} S_j$ to upper-bound $\text{card}(\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s}))$ by $M^{n-1}$ where $M$ is the largest cardinality of finite signal spaces, $S_j, j \in [n]$. As the above calculations are performed at every signal profile $\bar{s} \in S_1 \times \ldots \times S_n$ the total number of calculations (additions and multiplications) required for the Bayesian decision at time $t$ can be bounded as follows:

\[ (B.1) \quad A \cdot (n + 2) \cdot \text{card}(\Theta) \cdot \sum_{j \colon \delta(j,i) \leq t} \sum_{k \in N_j} \text{card}(\mathcal{I}^{(i)}_{k,t-\delta(j,i)}(\bar{s})) \leq A \cdot (n + 2) \cdot n \cdot M^{n-1} \cdot m, \]

where we apply (B.1) for the right-hand side. In particular, the calculations grow exponential in the number of agents $n$. Once agent $i$ calculates the action sets $a^{(i)}_{j,t-\delta(j,i)}(\bar{s})$ for all $k \in N_j$ with $\delta(j,i) \leq t$ she can then update the feasible signal profiles $\mathcal{I}^{(i)}_{j,t-\delta(j,i)}(\bar{s})$, following step 1 of (A1), to obtain $\mathcal{I}^{(i)}_{j,t+1-\delta(j,i)}(\bar{s})$ for all $j : \delta(j,i) \leq t + 1$ and any $\bar{s} \in S_1 \times \ldots \times S_n$. This in turn enables her to calculate the conditional actions of her neighbors $a^{(i)}_{j,t}(\bar{s})$ at every signal profile and to eliminate any $\bar{s}$ for which the conditionally feasible action set $a^{(i)}_{j,t}(\bar{s})$ does not agree with the observed action $a_{j,t}$ for some $j \in N_i$. She can thus update her list of feasible signal profiles from $\mathcal{I}_{i,t}$ to $\mathcal{I}_{i,t+1}$ and adopt the corresponding Bayesian belief $\mu_{i,t+1}$ and action $a_{i,t+1}$. The latter involves an additional $(n + 2)m \text{card}(\mathcal{I}_{i,t+1})$ additions and multiplications which are nonetheless dominated by the number calculations required in (B.2) for the simulation of other agents’ actions at every signal profile.

Q.E.D.
APPENDIX C: COMPUTATIONAL COMPLEXITY OF (A2:BAYES-POSET)

According to (I2), in a POSET structure at time $t$ agent $i$ has access to the list of feasible private signals for each of her neighbors: $S_{j,t}$, $j \in \mathcal{N}_i$ given their observations up until that point in time. The feasible signal set for each agent $j \in \mathcal{N}_i$ is calculated based on the actions taken by others and observed by agent $j$ until time $t - 1$ together with possible private signals that can explain her history of choices: $a_{j,0}, a_{j,1}$, and so on up until her most recent choice which is $a_{j,t}$. At time $t$, agent $i$ will have access to all the observations of every agent in her neighborhood and can vet their most recent choices $a_{j,t}$ against their observations to eliminate the incompatible private signals from the feasible set $S_{j,t}$ and obtain an updated list of feasible signals $S_{j,t+1}$ for each of her neighbors $j \in \mathcal{N}_i$. This pruning is achieved by calculating $a_{j,t}(s_j)$ given $\mathcal{I}_{j,t}(s_j) = \{s_j\} \times \prod_{k \in \mathcal{N}_j} S_{j,t}$ for each $s_j \in S_{j,t}$ and removing any incompatible $s_j$ that violates the condition $a_{j,t} = a_{j,t}(s_j)$; thus obtaining the pruned set $S_{j,t+1}$. The calculation of $a_{j,t}(s_j)$ given $\mathcal{I}_{j,t}(s_j) = \{s_j\} \times \prod_{k \in \mathcal{N}_j} S_{j,t}$ is performed according to (3.3) but the decomposition of the feasible signal profiles based on the relation $\mathcal{I}_{j,t}(s_j) = \{s_j\} \times \prod_{k \in \mathcal{N}_j} S_{j,t}$ together with the independence of private signals across different agents help reduce the number of additions and multiplications involved as follows:

$$a_{j,t}(s_j) = \arg \max_{a_j \in A_j} \sum_{\theta_j \in \Theta} u_j(a_j, \theta') \frac{\sum_{\mathcal{I}_j \in \mathcal{I}_{j,t}(s_j)} \mathbb{P}_{\theta'}(\mathcal{I}_j) \nu(\theta')} {\sum_{\mathcal{I}_j \in \mathcal{I}_{j,t}(s_j)} \sum_{\mathcal{I}_k \in \mathcal{I}_{k,t}(s_j)} \mathbb{P}_{\theta'}(\mathcal{I}_j) \mathbb{P}_{\theta'}(\mathcal{I}_k) \nu(\theta')}$$

$$= \arg \max_{a_j \in A_j} \sum_{\theta_j \in \Theta} u_j(a_j, \theta') \frac{\mathbb{P}_{\theta'}(s_j) \prod_{k \in \mathcal{N}_j} \sum_{s_k \in S_{k,t}} \mathbb{P}_{\theta'}(s_k) \nu(\theta')} {\sum_{\mathcal{I}_j \in \mathcal{I}_{j,t}(s_j)} \sum_{\mathcal{I}_k \in \mathcal{I}_{k,t}(s_j)} \mathbb{P}_{\theta'}(\mathcal{I}_j) \mathbb{P}_{\theta'}(\mathcal{I}_k) \nu(\theta')}$$

Hence, the calculation of the conditionally feasible action $a_{j,t}(s_j)$ for each $s_j \in S_{j,t}$ can be achieved through $\text{card}(\Theta) \times \sum_{k \in \mathcal{N}_j} \text{card}(S_{k,t})$ additions and $\text{card}(\Theta) \times (\text{card}(\mathcal{N}_j) + 2) \times A$ multiplications; subsequently, the total number of additions and multiplications required for agent $i$ to update the feasible private signals of each of her neighbor can be estimated as follows:

$$\sum_{j \in \mathcal{N}_i} \text{card}(\Theta) \times \text{card}(S_{j,t}) \times \left[ \sum_{k \in \mathcal{N}_j} \text{card}(S_{k,t}) + \text{card}(\mathcal{N}_j) + 2 \right] \leq A n^2 M^2 m + A n^2 M m + 2n M mA,$$

where $M, n, m$ and $A$ are as in (B.2). After updating her lists for the feasible signal profiles of all her agents the agent can refine her list of feasible signal profiles $\mathcal{I}_{i,t+1} = \{s_i\} \times \prod_{j \in \mathcal{N}_i} S_{j,t+1}$ and determine her belief $\mu_{i,t+1}$ and refined choice $a_{i,t+1}$. The latter is achieved through an extra $\text{card}(\Theta) A \times \sum_{j \in \mathcal{N}_i} \text{card}(S_{j,t+1})$ additions and $\text{card}(\Theta) A \times (\text{card}(\mathcal{N}_i) + 2)$ multiplications, which are dominated by the required calculations in (C.1). Most notably, the computations required of the agent for determining her Bayesian choices in a POSET increase polynomially in the number of agents $n$, whereas in a general network structure using (A1) these computations increase exponentially fast in the number of agents $n$.

Q.E.D.

APPENDIX D: EFFICIENT ALGORITHMS FOR SYMMETRIC BINARY ENVIRONMENTS

Suppose that the agents are in a binary environment with two states: $\theta_1 = 0$ and $\theta_2 = 1$ and uniform priors $\nu(\theta_1) = \nu(\theta_2) = 1/2$. They receive i.i.d. binary initial signals $s_i \in \{0, 1\}$, $i \in [n]$, such that for some $p > 1/2$ fixed we have $\mathbb{P}_{i,\theta}(s_i) = p$ if $s_i = \theta$ and $\mathbb{P}_{i,\theta}(s_i) = 1 - p$, otherwise. Since, $p > 1/2$, at
time zero all agents will act based on their signals by simply choosing \( a_{i,0} = s_i \). At time two, agent \( i \) gets to learn the private signals of her neighbors from their time zero actions and therefore takes the action that indicates the majority over the signals observed in by her and everybody in her immediate neighborhood. Since the signals are i.i.d. the agent could be indifferent between her actions, thus in the sequel, we assume that the agent sticks with own signal whenever her information makes her indifferent between her actions. This assumption may seem natural and harmless but in fact, it leads to drastically different behaviors in the case of a directed path. Consider, the directed path of length four in Fig. 3, on the left. At time one, if any agent observes an action that contradicts own, then she will be indifferent between her actions. This assumption may seem natural and harmless but in fact, it leads to drastically different behaviors in the case of a directed path. Consider, the directed path of length four in Fig. 3, on the left. At time one, if any agent observes an action that contradicts own, then she will be indifferent between her actions.

In particular, for a directed path we get that at any time the agents will take the optimal action given the initial signals of everybody in their \( t \)-radius ego-net (i.e. perfect information aggregation): \( a_{i,t} \in \arg \max_{x \in \{0,1\}} \sum_{j \in \mathcal{N}_t^i} \mathbf{1}\{s_j = x\} \), where we use the indicator function notation: \( \mathbf{1}\{\mathcal{P}\} \) is one if \( \mathcal{P} \) is true, and it is zero otherwise. At time \( t \), \( \mathcal{N}_t^i \) is the set of all agents who directly or indirectly influence the decisions of agent \( i \), and perfect aggregation ensures that the action of agent \( i \) at time \( t \) coincides with her optimal action if she had given direct access to all the signals of all agents who have influenced her decision directly or indirectly; hence, the name “perfect aggregation”. We can verify that perfect aggregation holds true in any directed path by induction; in particular, consider agent one in the left graph of Fig. 3: she gets to know about the private signal of agent two at time one, after observing \( a_{2,0} = s_2 \), next at time two, she observes \( a_{2,1} = a_{3,0} = s_3 \) (note that if agents switch actions when indifferent then, at time one in a directed path all agents will replicate their neighbor’s time zero actions); hence, agent one learns the private signal of agent three at time two leading her to take the majority over all three signals \( \{s_1, s_2, s_3\} \). By the same token at time three agent one observes \( a_{2,2} \), which is the majority over \( \{s_2, s_3, s_4\} \) and having learned \( s_2 \) and \( s_3 \) from her observation at previous time steps, she can now infer the value of \( s_4 \) and thus take the majority over all the private signals \( \{s_1, s_2, s_3, s_4\} \), achieving the global optimum at time three. More generally, in any directed path, at time \( t \) agent \( i \) learns the values of the private signals of the agent at distance \( t \) from her. She achieves this by combining two pieces of information: (i) her knowledge at time \( t - 1 \), which constitutes the values of the signals of all agent at distance \( t - 1 \) from her, (ii) her observation at time \( t \), which constitutes her neighbor’s action at time \( t - 1 \) and is equal to the majority over all signals within distance \( t \) of agent \( i \), excluding herself. Put more succinctly, suppose \( i > t \) and let the agents be labeled in accordance with the topological ordering of the directed path, then knowing the values of the all \( t - 1 \) preceding signals and also the majority over all \( t \) preceding signals, agent \( i \) can learn the value of the \( t \)-th signal at time \( t \).

Therefore, switching actions or staying with own past actions when indifferent, makes the difference between no aggregation at all (\( a_{i,t} = s_i \) for all \( t, i \)) and perfect aggregation in the case of a directed path; indeed, by switching their actions at time one, after observing their neighbor’s time zero action (or equivalently private signal) the agent can pass along her information about her neighbor’s signal to the person who is observing her. In the case of a directed path, this indirect signaling is enough to ensure perfect aggregation. The exact same argument can be applied to the case of a rooted ordered tree, cf. Fig. 6 on the left; in such a structure the set of all agents who influence the actions of some agent \( i \) always constitute a directed path that starts with the root node and ends at the particular agent \( i \). As such when computing her Bayesian actions in a rooted ordered tree agent \( i \) need only consider the
unique path that connects her to the root node; thus reducing her computations to those of an agent in a directed path.

In a general structure (beyond rooted trees and symmetric binary environments), perfect aggregation can be defined as:

$$a_{i,t} \in \arg \max_{a_i \in A} \frac{\sum_{\theta' \in \Theta} u_i(a_i, \theta') \prod_{j \in \mathcal{N}_i} \mathbb{P}_{j, \theta'}(s_j) \nu(\theta')}{\sum_{\theta'' \in \Theta} \prod_{j \in \mathcal{N}_i} \mathbb{P}_{j, \theta''}(s_j) \nu(\theta'')}$$

for all \( i, t \).

While many asymptotic characterizations are available for the efficiency of the group decision equilibrium outcomes (cf. Appendix A), deriving tight conditions that ensures perfect aggregation in general structures is a significant open problem. Our focus in this paper is on the computations of the Bayesian agent; hence we address the efficiency of information aggregation only to the extent that it relates to the computations of the Bayesian agent. In particular, when investigating the complexity of Bayesian belief exchange in Section 4, we introduce and study a graph property, called “transparency”, that ensures perfect aggregation for beliefs.

We end our discussion of the symmetric binary environment by considering an oriented tree of depth three and focusing on the actions of the root node, call her agent \( i \) (cf. Fig. 6, on the right). At time zero all agents report their initial signals as their actions \( a_{i,0} = s_i \); having learned her neighbors’ private signals, at time one each agent takes a majority over all the signals in her immediate neighborhood (including own signal). Indeed, this is true for any graph structure in a symmetric binary environment that \( a_{i,0} = s_i \) and \( a_{i,1} = \arg \max_{x \in \{0,1\}} \sum_{j \in \mathcal{N}_i} \mathbb{I}\{s_j = x\} \) for all \( i \). At time two, agent \( i \) is informed about the time-one actions of her neighbors which gives her the majority values over each of their respective local neighborhoods \( \mathcal{N}_j^1, j \in \mathcal{N}_i \). In a (singly connected) tree structure these neighborhoods are non-intersecting; hence, agent \( i \) can form a refined belief ratio at time two, by summing over all (mutually exclusive) signal profiles that lead to each of the observed majority values in each local neighborhood \( \mathcal{N}_j^1, j \in \mathcal{N}_i \) and then form their product, using the fact that signals are generated independently across the non-intersecting neighborhoods:

$$\frac{\mu_{i,2}(0)}{\mu_{i,2}(1)} = \frac{p^{1-s_i} (1-p)^s_i \prod_{j \in \mathcal{N}_i} p^{1-a_{j,0}} (1-p)^{a_{j,0}} f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i}} p^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i} \mathbb{I}_{d_j < \lfloor d_j/2 \rfloor}} (1-p^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i} \mathbb{I}_{d_j \geq \lfloor d_j/2 \rfloor}}) f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i}} f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i}}}{(1-p)^{1-s_i} p^s_i \prod_{j \in \mathcal{N}_i} (1-p)^{a_{j,0}} (1-p)^{a_{j,0}} f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i} \mathbb{I}_{d_j < \lfloor d_j/2 \rfloor}} f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i} \mathbb{I}_{d_j \geq \lfloor d_j/2 \rfloor}} f_p^{a_{j,0}}(\lfloor d_j/2 \rfloor + 1, d_j)^{a_{j,1} - a_{j,0} \mathbb{I}_{j \in \mathcal{N}_i}}},$$

where we use \( d_j := \text{card}(\mathcal{N}_j) \) and for non-negative integers \( x, y \) and \( 0 < p < 1 \) we define:

$$f_p^x(x, y) = \sum_{\eta_j = x} \binom{y}{\eta_j} p^{\eta_j(1-a) + (d_j - \eta_j)(1-a)} (1-p)^{\eta_j a + (d_j - \eta_j)(1-a)};$$

where \( \lfloor d_j/2 \rfloor \) and \( \lceil d_j/2 \rceil \) are, respectively, the greatest integer less than or equal to \( d_j/2 \), and the least integer greater than or equal to \( d_j/2 \). Note that the summations in (D.1) are over the set of signal profiles that agent \( i \) deems feasible for each of the disjoint neighborhoods \( \mathcal{N}_j, j \in \mathcal{N}_i \). Computation of these summations and their use in the belief ratio \( \mu_{i,2}(0)/\mu_{i,2}(1) \) are simplified by fixing the majority population \( \eta_j \) in each neighborhood \( \mathcal{N}_j: \lfloor d_j/2 \rfloor + 1 \leq \eta_j \leq d_j \) if \( a_{j,1} \neq a_{j,0} \) and \( \lfloor d_j/2 \rfloor \leq \eta_j \leq d_j \) if \( a_{j,1} = a_{j,0} \); then using the binomial coefficients to count the number of choices to form the fixed majority population \( \eta_j \) out of the total neighborhood size \( d_j = \text{card}(\mathcal{N}_j) \). Given \( \mu_{i,2}(0)/\mu_{i,2}(1) \), agent \( i \) can take actions as follows: \( a_{i,2} = 1 \) if \( \mu_{i,2}(0)/\mu_{i,2}(1) < 1 \), \( a_{i,2} = 0 \) if \( \mu_{i,2}(0)/\mu_{i,2}(1) > 1 \), and \( a_{i,2} = 1 - a_{i,1} \) if \( \mu_{i,2}(0)/\mu_{i,2}(1) = 1 \).

We end this appendix by expanding on the above realization that in a path of length \( n \), every agent \( n - t \) gets fixed in decisions after time \( t \); and in particular, no agents will change their recommendations.
Figure 6: On the left, the Bayesian computations of agent \( i \) in a rooted ordered tree reduces to those in the unique path connecting her to the root (the leftmost node); On the right, an oriented (singly connected) tree with depth three.

after \( t \geq n - 1 \). There is an easy inductive proof upon noting that indeed agent \( n \), who is a leaf node with no access to the recommendations of anybody else, will never change initial action. Moreover, if agent \( n - t + 1 \) fixes her decision at time \( t - 1 \), then agent \( n - t \) would necessarily fix her decision at time \( t \) as she receives no new information following her observation of \( a_{n-t+1,t-1} \). Proposition 1 extends this finite time convergence property of paths to more general structures where a “strict” partial order can be imposed on the set of agents, and in such a way that this order respects the neighborhood relationships among the agents. The strictness property restricts our method to structures without loops or bidirectional links, which are widely known as directed acyclic graphs (DAGs), cf. e.g. Bang-Jensen and Gutin (2008).

APPENDIX E: A SUBSET-SUM REDUCTION

The SUBSET-SUM problem can be described as follows and it is know to be \( \mathcal{NP} \)-complete (cf. (Garey and Johnson, 1979, A3.2, SP13)):

PROBLEM 2 (SUBSET-SUM) Given a set of \( n \) positive integers \( \{\ell_1, \ldots, \ell_n\} \) and a positive integer \( L \), determine if any non-empty subset of \( \{\ell_1, \ldots, \ell_n\} \) sum to \( L \).

We now describe the reduction to an arbitrary instance of SUBSET-SUM from a particular instance of GROUP-DECISION. Consider the problem of determining the belief of agent \( i \) at time 2, \( \mu_{i,2} \), in the graph \( G \) with \( n + 5 \) nodes and \( 2n + 4 \) edges as in the left graph in Fig. 5; agent \( i \) have two neighbors \( j_1 \) and \( j_2 \), who themselves have \( n \) neighbors in common \( w_1, \ldots, w_n \). Furthermore, \( j_1 \) and \( j_2 \) each has one additional neighbor, \( k_1 \) and \( k_2 \) respectively, whom they do not share. We take the signal spaces of \( i, j_1, \) and \( j_2 \) to be singletons \( S_i = S_{j_1} = S_{j_2} = \{\hat{s}\} \), so that their private signals reveal no information and as such \( \phi_{i,0} = \phi_{j_1,0} = \phi_{j_2,0} = \phi_{i,1} = 0 \), following the simplifying assumptions of the binary state space with common uniform priors. We assume that each of the remaining agents \( w_1, w_2, \ldots, w_n \) have a binary signal space \( s_{w_h} \in \{0,1\} \), with the probabilities that are set such that

\[
\ell_h := \log \left( \frac{P_{\theta_2}(s_{w_h} = 0)}{P_{\theta_1}(s_{w_h} = 0)} \right), \quad \bar{\ell}_h := \log \left( \frac{P_{\theta_2}(s_{w_h} = 1)}{P_{\theta_1}(s_{w_h} = 1)} \right), \quad \ell_h = \bar{\ell}_h - \bar{\ell}_h, \text{ for all } h \in [n].
\]

As for the agents \( k_1 \) and \( k_2 \), they also receive binary signals but with probabilities that are set such that for \( r = 1, 2 \):

\[
\ell^* := \log \left( \frac{P_{\theta_2}(s_{k_r} = 0)}{P_{\theta_1}(s_{k_r} = 0)} \right), \quad \bar{\ell}^* := \log \left( \frac{P_{\theta_2}(s_{k_r} = 1)}{P_{\theta_1}(s_{k_r} = 1)} \right), \quad -\mathcal{L} = \bar{\ell}^* - \ell^*.
\]
Suppose further that at time 2, agent \( i \) observes the beliefs of both agents \( j_1 \) and \( j_2 \) to be as follows: 
\[ \phi_{j_1,1} = \phi_{j_2,1} = \sum_{h=1}^{n} \ell_{h} + \ell^* . \]
Note that in the above notation we have 
\[ \lambda_{r} = s_{k_{r}} \left( \frac{\ell^* - \ell^*}{-\mathcal{L}} \right) + \ell^* , \quad \text{and} \quad \lambda_{w_{h}} = s_{w_{h}} \left( \frac{\ell_{w_{h}} - \ell_{w_{h}}}{\ell_{h}} \right) + \ell_{w_{h}}, \quad r, 1, 2, h \in [n] . \] 

These quantities are important as they determine the beliefs of agents \( j_1 \) and \( j_2 \) at time one, which are reported to agent \( i \) for processing her belief update at time 2. In particular, at time 2, and from the fact that \( \phi_{j_1,1} = \phi_{j_2,1} = \sum_{h=1}^{n} \ell_{h} + \ell^* \) agent \( i \) infers the following information:

\[ \phi_{j_1,1} = \sum_{h=1}^{n} \lambda_{w_{h}} + \lambda_{k_{1}} = \sum_{h=1}^{n} \ell_{h} + \ell^* , \quad \text{and} \quad \phi_{j_2,1} = \sum_{h=1}^{n} \lambda_{w_{h}} + \lambda_{k_{2}} = \sum_{h=1}^{n} \ell_{h} + \ell^* . \]

Replacing from (E.1), (E.2) and (E.3), the preceding relations can be written in terms of the private signals \( s_{w_{h}}, h \in [n] \) and \( s_{w_{1}}, s_{k_{1}} \) as follows:

\[ \sum_{h=1}^{n} s_{w_{h}} \ell_{h} - s_{k_{1}} \mathcal{L} = 0, \quad \text{and} \quad \sum_{h=1}^{n} s_{w_{h}} \ell_{h} - s_{k_{2}} \mathcal{L} = 0. \]

Note that the constant term \( \sum_{h=1}^{m} \ell_{h} + \ell^* \) is canceled out from both sides of the two equations leading to the homogeneous system in (E.4). To compute her Bayesian posterior belief \( \mu_{i,2} \) or equivalently \( \phi_{i,2} \), agent \( i \) should first solve the arbitrary instance of SUBSET-SUM for the given parameters: SUBSET-SUM(\( \ell_{1}, \ldots, \ell_{n}; \mathcal{L} \)). If she determines that the answer to SUBSET-SUM(\( \ell_{1}, \ldots, \ell_{n}; \mathcal{L} \)) is negative then she concludes that all agents must have received zero signals and she sets her belief accordingly: \( \phi_{i,2} = \sum_{h=1}^{n} s_{w_{h}} \ell_{h} - s_{k_{1}} \mathcal{L} - s_{k_{2}} \mathcal{L} + \sum_{h=1}^{m} \ell_{h} + 2 \ell^* = \sum_{h=1}^{m} \ell_{h} + 2 \ell^* ; \) in particular, we have:

\[ \text{If SUBSET-SUM}(\ell_{1}, \ldots, \ell_{n}; \mathcal{L}) = \text{FALSE}, \quad \text{then} \quad \phi_{i,2} = \sum_{h=1}^{m} \ell_{h} + 2 \ell^* . \quad (I) \]

It is also worth highlighting that when SUBSET-SUM(\( \ell_{1}, \ldots, \ell_{n}; \mathcal{L} \)) = FALSE the belief of agent \( i \) at time two is in fact an efficient belief but that does not imply the transparency of the graph structure because the latter is a structural property that should hold true for all choices of the signal structure parameters; in fact, the graph structure in Fig. 5, on the left, is not transparent. On the other hand, if the answer to SUBSET-SUM(\( \ell_{1}, \ldots, \ell_{n}; \mathcal{L} \)) is positive, then agent \( i \) concludes that in addition to the case of all zero signals, there are additional cases (i.e. feasible signal profiles) in which some agents receive a one signal. In any such cases, we should necessarily have that \( s_{k_{1}} = s_{k_{1}} = 1 \), in order for (E.4) to remain satisfied. Subsequently, for all such nontrivial signal profiles we have that:

\[ (-\mathcal{L} s_{k_{1}} + \ell^*) + (-\mathcal{L} s_{k_{1}} + \ell^*) + \sum_{h=1}^{n} \left( \ell_{h} s_{w_{h}} + \ell_{h} \right) = \ell^* + (-\mathcal{L} + \ell^*) \sum_{h=1}^{n} \ell_{h} \quad = \sum_{h=1}^{n} \ell_{h} + \ell^* + \ell^* < \sum_{h=1}^{n} \ell_{h} + 2 \ell^* , \]

where in the first equality we use (E.4) to cancel out the indicated terms and in the last inequality we use the fact that \( \ell^* = (-\mathcal{L}) + \ell^* < \ell^* . \) Agent \( i \) thus needs to find all these feasible signal profiles and set her belief at time two based on the the set of all feasible signal profiles. In particular, since in all the non-trivial cases (feasible signal profiles that are not all zero signals), \( \sum_{h=1}^{n} \lambda_{k} + \lambda_{k_{1}} + \lambda_{k_{2}} = \sum_{h=1}^{n} \ell_{h} + \ell^* + \ell^* < \sum_{h=1}^{n} \ell_{h} + 2 \ell^* \) we have that:
If $\text{SUBSET-SUM}(\ell_1, \ldots, \ell_n; \mathcal{L}) = \text{TRUE}$, then $\phi_{i,2} < \sum_{h=1}^{n} \ell_h + 2\ell^*$. \hfill (II)

This concludes the reduction because if an algorithm is available that solves any instances of GROUP-DECISION in polynomial time then by inspecting the output of that algorithm according to (I) and (II) for the particular instance of GROUP-DECISION described above, agent $i$ can decide the feasibility of any instance of the SUBSET-SUM problem in polynomial time.

Q.E.D.

APPENDIX F: AN EXACT-COVER REDUCTION

EXACT-COVER is the fourteenth on Karp’s list of 21 $\mathcal{NP}$-complete problems. It is described as follows Karp (1972):

**Problem 3 (EXACT-COVER)** A set of $n$ items $\{j_1, \ldots, j_n\} = \{j_h : h \in [n]\}$ and a family $\{W_1, \ldots, W_m\}$ of $m$ subsets: $W_h \subseteq \{j_1, \ldots, j_n\}$ for all $h \in [m]$, are given. Determine if there is a subfamily of disjoint subsets belonging to $\{W_1, \ldots, W_m\}$ such that their union is $\{j_1, \ldots, j_n\}$: $\{W_{h_1}, \ldots, W_{h_q}\} \subseteq \{W_1, \ldots, W_m\}$, $W_{h_q} \cap W_{h_q'} = \emptyset$ for all $q, q' \in [p]$, and $\cup_{q=1}^{p} W_{h_q} = \{j_1, \ldots, j_n\}$.

The input to EXACT-COVER can be represented by a graph $\hat{G}_{m,n}$ on the $m+n$ nodes $\{w_1, \ldots, w_m ; j_1, \ldots, j_n\}$ which is bipartite between $\{w_1, \ldots, w_m\}$ and $\{j_1, \ldots, j_n\}$ and the only edges are from nodes $w_h$ to $j_{h'}$ whenever subset $W_h$ contains the element $j_{h'}$ for some $h \in [m]$ and $h' \in [n]$ in the description of EXACT-COVER. Henceforth, we use the notation EXACT-COVER($\hat{G}_{m,n}$) to denote the output of EXACT-COVER for an arbitrary input $\hat{G}_{m,n}$. EXACT-COVER($\hat{G}_{m,n}$) $\in \{\text{TRUE,FALSE}\}$. If there is a subset $W_h$, $h \in [m]$ that alone covers all the items $\{j_1, \ldots, j_n\}$, then the answer to EXACT-COVER($\hat{G}_{m,n}$) is (trivially) true, and we can thus check for and remove this case in our polynomial reduction.

To construct the reduction from an arbitrary instance of EXACT-COVER to a particular instance of GROUP-DECISION, we consider the decision problem of agent $i$ in a graph $G$ that is derived from $\hat{G}_{m,n}$ by adding two additional nodes $i$ and $k$ and $2n$ additional edges: $n$ edges that are directed from node $k$ to each of $\{j_1, \ldots, j_n\}$ and another $n$ edges from each of $\{j_1, \ldots, j_n\}$ to node $i$ (cf. the right graph in Fig. 5). We assume that agents $i$ and $j_1, \ldots, j_n$ only receive the non-informative signal $\hat{s}$: $\mathcal{S}_i = \mathcal{S}_{j_1} = \mathcal{S}_{j_2} = \ldots = \mathcal{S}_{j_n} = \{\hat{s}\}$; hence, $\phi_{i,0} = \phi_{j_1,0} = \phi_{j_2,0} = \ldots = \phi_{j_n,0} = \phi_{i,1} = 0$.

We assume that agents $w_1, \ldots, w_m$ observe initial i.i.d. binary signals: $s_{w_h} \in \{0, 1\}$ with the probabilities set such that for all $h \in [m]$:

$$\log \left( \frac{\mathbb{P}_{\theta_2}(s_{w_h} = 1)}{\mathbb{P}_{\theta_1}(s_{w_h} = 1)} \right) = \ell, \log \left( \frac{\mathbb{P}_{\theta_2}(s_{w_h} = 0)}{\mathbb{P}_{\theta_1}(s_{w_h} = 0)} \right) = \ell, \ell - \ell = 1.$$ 

Similarly, agent $k$ receives a binary signal but with probabilities such that

$$\log \left( \frac{\mathbb{P}_{\theta_2}(s_k = 1)}{\mathbb{P}_{\theta_1}(s_k = 1)} \right) = \ell^*, \log \left( \frac{\mathbb{P}_{\theta_2}(s_k = 0)}{\mathbb{P}_{\theta_1}(s_k = 0)} \right) = \ell^*, \ell^* - \ell^* = -1.$$ 

Note that with the above setting,

\begin{equation} \lambda_k = s_k (\ell^* - \ell^*) + \ell^*, \text{ and } \lambda_{w_h} = s_{w_h} (\ell - \ell) + \ell, h \in [m]. \tag{F.1} \end{equation}

At time two, agent $i$ observes that each of her neighbors $j_1, \ldots, j_n$ have changed their beliefs from their initial uniform priors, such that

\begin{equation} \phi_{j_r,1} = \text{card} (\{h \in [m] : j_r \in W_h\}) \ell + \ell^* = (\text{card} (N_{j_r}) - 1) \ell + \ell^* \tag{F.2}. \end{equation}
Note that $\mathcal{N}_{j_r} = \{k\} \cup \{w_h : h \in [m], j_r \in \mathcal{W}_h\}$, and card ($\mathcal{N}_{j_r}$) − 1 = card ({$h \in [m] : j_r \in \mathcal{W}_h$}) counts the number of subsets $\mathcal{W}_h, h \in [m]$ that cover item $j_r$ in the original description of EXACT-COVER (Problem 3). To make a Bayesian inference about the reported beliefs in (F.2) and to decide her time two belief $\mu_{i,2}$ (or equivalently $\phi_{i,2}$), agent $i$ should first consider the following construction of the reported beliefs, $\phi_{j_r,1}$ for all $r \in [n]$:

$$\phi_{j_r,1} = \lambda_k + \sum_{w_h \in \mathcal{N}_{j_r} \setminus \{k\}} \lambda_w = (-s_k + \ell^*) + \sum_{w_h \in \mathcal{N}_{j_r} \setminus \{k\}} (s_{w_h} + \ell)$$

$$= \left( \sum_{w_h \in \mathcal{N}_{j_r} \setminus \{k\}} s_{w_h} - s_k \right) + (\text{card} (\mathcal{N}_{j_r}) - 1) \ell + \ell^*,$$

Combining her observations in (F.2) with the construction of the reported beliefs in (F.3), agent $i$ should consider the solutions of the resultant system of $n$ equations in the following $m + 1$ binary variables: $s_{w_1}, \ldots, s_{w_m}$ and $s_k$. In particular, she has to decide whether her observations in (F.2) are the result of $k$ and $w_1, \ldots, w_m$ having all received zero signals, or else if it is possible that agent $k$ has received a one signal ($\phi_{k,0} = \lambda_k = -1 + \ell^*$) and a specific subset of the agents $w_1, \ldots, w_m$ have also received one signals ($\phi_{w_h,0} = \lambda_{w_h} = 1 + \ell$ for all $w_h$ who see $s_{w_h} = 1$) enough to exactly balance the net effect, leading to (F.2). The latter is possible only if there is a non-trivial solution to the following system:

$$\sum_{w_h \in \mathcal{N}_{j_r} \setminus \{k\}} s_{w_h} - s_k = 0, \text{ for all } r \in [n]; (s_{w_1}, \ldots, s_{w_m}, s_k) \in \{0, 1\}^{m+1}.$$  

This is equivalent to the feasibility of $\text{EXACT-COVER}(\hat{\mathcal{G}}_{m,n})$ since the latter can be formulated as the following 0/1-integer program:

$$\sum_{h \in [m] : j_r \in \mathcal{W}_h} s_{w_h} = 1, \text{ for all } j_r \in \{j_1, \ldots, j_n\}; (s_{w_1}, \ldots, s_{w_m}) \in \{0, 1\}^m.$$  

Note that a variable $s_{w_h}$ in System (F.5) will be one only if the corresponding set $w_h$ is chosen in the solution of the feasible $\text{EXACT-COVER}$; moreover, the constraints in (F.5) express the requirement that the chosen sets do not intersect at any of the elements $\{j_1, \ldots, j_n\}$. In other words, each of the $n$ items are contained in one and exactly one subset: for each $p \in [n]$, there is a unique $h \in [m]$ such that $j_p \in \mathcal{W}_h$ and $s_{w_h} = 1$. System (F.4) having a non trivial solution is equivalent to the feasibility of System (F.5), because in any non trivial solution of (F.4) we should necessarily have $s_k = 1$; and furthermore, from our construction of the graph $\mathcal{G}$ based on the $\text{EXACT-COVER}$ input $\hat{\mathcal{G}}_{m,n}$ we have that $\mathcal{N}_{j_p} = \{w_h : h \in [m], j_p \in \mathcal{W}_h\} \cup \{k\}$ for all $j_p \in \{j_1, \ldots, j_n\}$.

Note that since in our polynomial reduction we have removed the case where all of the items $\{j_1, \ldots, j_n\}$ are covered by one subset $\mathcal{W}_h$ for some $h \in [m]$, in any nontrivial solution of exact cover, we have that $s_{w_h} = 1$ for at least two distinct values of $h \in [m]$; at least two subsets are needed for all the elements to be covered in a feasible $\text{EXACT-COVER}$. Subsequently, if agent $i$ determines that $\text{EXACT-COVER}(\hat{\mathcal{G}}_{m,n})$ is FALSE, then she concludes that all agents must have received zero signals and she sets her belief accordingly: $\phi_{i,2} = \lambda_k + \sum_{h=1}^{m} \lambda_{w_h} + \sum_{r=1}^{n} \lambda_{j_r} + \lambda_i = \ell^* + m\ell$, where we use the facts that $\lambda_{j_r} = \lambda_i = 0$ for all $r \in [n]$, as well as $\lambda_k = \ell^*$ and $\lambda_{w_h} = \ell$ for all $w_1, \ldots, w_m$ with zero signals. Put succinctly:

If $\text{EXACT-COVER}(\hat{\mathcal{G}}_{m,n}) =$ FALSE, then $\phi_{i,2} = \ell^* + m\ell$. (III)

However, if the answer to $\text{EXACT-COVER}(\hat{\mathcal{G}}_{m,n}) =$ TRUE, then for any additional feasible signal profile that agent $i$ identifies and determines to satisfy (F.4), it is necessarily true that $s_k = 1$ and $s_{w_h} = 1$, for
at least two distinct agents among \( \{w_1, \ldots, w_m\} \); hence, for any such additionally feasible signal profiles it is always true that

\[
\lambda_k + \sum_{h=1}^{m} \lambda_{wh} = -s_k + \ell^* + \sum_{h=1}^{m} s_{wh} + m\ell \geq 1 + \ell^* + m\ell,
\]

where in the latter lower-bound we use the facts that \( s_k \) as well as at least two of \( s_{wh} \) are one in any non-trivially feasible signal profile, i.e. \( -s_k + \sum_{h=1}^{m} s_{wh} \geq 1 \). In particular, we conclude that

If \( \text{EXACT-COVER}(\hat{\mathcal{G}}_{m,n}) = \text{TRUE} \), then \( \phi_{i,2} > \ell^* + m\ell \). \hspace{1cm} (IV)

Hence we conclude the \( \mathcal{NP} \)-hardness of GROUP-DECISION by its reduction to EXACT-COVER. Because if the polynomial time computation of beliefs in GROUP-DECISION was possible, then by inspecting the computed beliefs according to (III) and (IV) for the particular instance of GROUP-DECISION (with i.i.d. binary signals) described above, agent \( i \) can decide the feasibility of any instance of the EXACT-COVER problem in polynomial time.

\[Q.E.D.\]

APPENDIX G: BELIEF CALCULATIONS IN BOUNDED NEIGHBORHOODS WITH I.I.D. SIGNALS

In this example, we consider a variation of the right-hand-side structure in Fig. 5 in which agent \( k \) is removed and also \( n \), the number of directly observed neighbors of agent \( i \), is fixed. We show that the belief of agent \( i \) at time two can be computed efficiently in the number of indirectly observed neighbors \( (m) \). We suppose that the signal structures for agent \( i \), her neighboring agents \( j_1, \ldots, j_n \), and the indirectly observed agents \( w_1, \ldots, w_m \) are as in Appendix F; subsequently, \( \phi_{i,0} = \phi_{j_1,0} = \phi_{j_2,0} = \ldots = \phi_{j_n,0} = \phi_{i,1} = 0 \). At time two, agent \( i \) has to incorporate the time one beliefs of her neighbors, which are themselves caused by the time zero beliefs of \( w_1, \ldots, w_m \): Given \( \phi_{j_r,1} = \sum_{w_h \in \mathcal{N}_{j_r}} \lambda_{wh} \), for \( r = 1, \ldots, n \), agent \( i \) aims to determine her belief at time two (or equivalently \( \phi_{i,2} \)). Using (F.1), we can write

\[
\psi_{j_r} = \sum_{w_h \in \mathcal{N}_{j_r}} s_{wh},
\]

where

\[
\psi_{j_r} = \frac{1}{\ell - \ell} (\phi_{j_r,1} - \text{card} (\mathcal{N}_{j_r}) \ell), r \in [n],
\]

are necessarily non-negative integers belonging in to \([m]_0 = \{0\} \cup [m]\), due to their generation process, i.e. the fact that they count the number of one signals that are received in the neighborhood \( \mathcal{N}_{j_r} \) of each of the neighbors \( j_r, r \in [n] \). For all \( r \in [n] \) and \( r' \in [m] \), let \( a_{j_r,w_{r'}} = 1 \) if \( w_{r'} \in \mathcal{N}_{j_r} \), and \( a_{j_r,w_{r'}} = 0 \) otherwise. Denoting \( \overline{a}_{j_r} = (a_{j_r,w_1}, \ldots, a_{j_r,w_m}) \) and using the transpose notation \( ^T \), we can rewrite \( \psi_{j_r} \) as an inner product \( \psi_{j_r} = \overline{a}_{j_r} \mathbf{s}^T \), where \( \mathbf{s} = (s_{w_1}, \ldots, s_{w_m}) \). To proceed for each \( r \in [m] \), let \( \overline{a}_{w_r} = (a_{j_1,w_r}, \ldots, a_{j_n,w_r}) \). To determine her belief, agent \( i \) acts as follows:

1. For each \( \overline{r} = (\kappa_1, \ldots, \kappa_n) \in [0,1]^n \), let \( \Psi_{\overline{r}} = \{w_r : \overline{a}_{w_r} = \overline{r}\} \), note that \( \Psi_{\overline{r}} \) are non-intersecting, possibly empty sets, whose union is equal to \( \{w_1, \ldots, w_m\} \). Also let \( \eta_{\overline{r}} \) be the number of agents belonging to \( \Psi_{\overline{r}} \) who have received one signals; the rest having received zero signals, the variables \( \eta_{\overline{r}}, \overline{r} \in [0,1]^n \) should satisfy:

\[\sum_{\overline{r} \in \Xi_r} \eta_{\overline{r}} = \psi_{j_r}, \text{ for all } r \in [n], \text{ where } \Xi_r = \{\overline{r} : \overline{r} = (\kappa_1, \ldots, \kappa_n), \kappa_r = 1\}.\] \hspace{1cm} (G.1)

2. Note that \( \eta_{\overline{r}} \in [\text{card}(\Psi_{\overline{r}})]_0 \) for each \( \overline{r} \in [0,1]^n \), and to determine her belief, agent \( i \) needs to find the set \( \Gamma_i \) of all such non-negative integer solutions of (G.1):
• Initialize $\Gamma_i = \emptyset$.

• For each $\vec{\eta} := (\eta_\pi, \pi \in \{0,1\}^n) \in \prod_{\pi \in \{0,1\}^n} [\text{card}(\Psi_\pi)]$, if all $\eta_\pi, \pi \in \{0,1\}^n$ satisfy (G.1) for each $r \in [n]$, then set $\Gamma = \Gamma \cup \{\vec{\eta}\}$.

3. Having thus found $\Gamma_i$, agent $i$ sets her belief (or equivalently its log-ratio) as follows:

\[
\phi_{i,2} = \log \frac{\sum_{\vec{\eta} \in \Gamma_i} \prod_{\pi \in \{0,1\}^n} \Big(\text{card}(\Psi_\pi)\Big)^{\eta_\pi} \left[\frac{\sum_{\vec{\eta} \in \{0,1\}^n} \eta_\pi \prod_{\pi \in \{0,1\}^n} P_{\theta_2}(s = 1)^{\eta_\pi} \prod_{\pi \in \{0,1\}^n} P_{\theta_2}(s = 0)^{m-\sum_{\pi \in \{0,1\}^n} \eta_\pi}}{\sum_{\vec{\eta} \in \Gamma_i} \prod_{\pi \in \{0,1\}^n} \Big(\text{card}(\Psi_\pi)\Big)^{\eta_\pi} \left[\frac{\sum_{\vec{\eta} \in \{0,1\}^n} \eta_\pi \prod_{\pi \in \{0,1\}^n} P_{\theta_1}(s = 1)^{\eta_\pi} \prod_{\pi \in \{0,1\}^n} P_{\theta_1}(s = 0)^{m-\sum_{\pi \in \{0,1\}^n} \eta_\pi}}{m}\right] \right]}
\]

Note that with private signals restricted to be i.i.d. binary signals, the set $\Gamma_i$ in fact represents the set of all private signals profiles that are deemed feasible by agent $i$ at time two, as with $\mathcal{I}_{i,t}$ in (3.1). The symmetry of the binary structure allows for the summation over the feasible signal profiles to be simplified as in (G.2) by counting the number of ways in which the agents would receive one signals within each of subsets $\Psi_\pi, \pi \in \{0,1\}^n$; this is achieved by the product of the binomial coefficients in (G.2). The overall complexity of computing the Bayesian posterior belief in (G.2) can now be bounded by a total of $O(n2^n m^2 n)$ additions and multiplications for computing the set $\Gamma_i$ and another $O(m^1 + 2^n (2^n)(3m + 2))$ for computing the beliefs (or their ratio) in (G.2). Note that we made no effort in optimizing these computations beyond the fact that they increase polynomially in $m$ for a fixed neighborhood size ($n$).

Q.E.D.
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