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Theoretical studies of energy transfer in disordered 
condensed media 

A. Blumen,a) J. Klafter, and R. Silbey 

Department of Chemistry and Center for Materials Science and Engineering. Massachusetts Institute of 
Technology. Cambridge. Massachusetts 02139 
(Received 25 October 1979; accepted 7 February 1980) 

In this paper we consider energy transfer among impurity molecules in disordered systems. We use the 
result of Gochanour. Andersen. and Fayer [I. Chern. Phys. 70, 4254 (1979)] for the generalized diffusion 
coefficient D(t) in terms of the decay function tI>(t), in conjunction with separate calculations of tl>(t) in 
the pair approximation to compute D(t). Both multipolar and exchange interactions and both short and 
long time limits are considered. Comparisons to earlier work are made. 

I. INTRODUCTION 

Time-dependent energy transfer among impurity 
molecules in condensed media has recently been of con­
siderable interest both experimentally and theoretical­
ly, 1-12 since time-dependent studies provide valuable 
insight in understanding the various mechanisms of the 
migration of excitation among impurity molecules. Al­
though we refer throughout this work to energy trans­
fer in mixed crystals in the continuum approximation 
and to liquids, the theory accounts well also for prob­
lems of energy and charge transport in amorphous crys­
talS. 13- 15 

Important examples of energy transport are the elec­
tronicll,12 and vibrational energy transferS and the spin 
migration. 18 In these problems, at high temperatures, 
it is generally agreed that phonon assisted hopping pro­
cesses dominate, 1,2,17,18 and that the limit of incoherent 
migration described by a master equation prevails. 

Most theoretical works in the field of energy trans­
fer under the presence of disorder address the calcula­
tion of the mean squared displacement of the electronic 
excitation (R 2(t» which defines a diffusion coefficient 
D(t), 5,7_10 or the evaluation of <fJ (t) the probability of the 
excitation remaining on the initially excited molecule 
at time t. 1-5, 19-23 

The attempts to solve the problem of the mean squared 
displacement have been mainly pursued by considering 
the corresponding Green's function and its self-energy.7-9 
These approaches have dealt with various time re-
gimes, mostly in the framework of the pair approxima­
tion. Another way to obtain the mean squared displace­
ment is the continuous time random walk theory, which 
originated from related problems of charge transport 
in amorphous semiconductors. 10,13 In this paper we dis­
cuss the connection between both approaches and the 
general problem of incoherent transport in disordered 
systems. 

The function <fJ(t) has been evaluated numerically over 
the whole time domain, 20 but analytically only for short 
times, 19-23 using approximations mostly within the pair 

a)On leave from Lehrstuhl fiir Theoretische Chemie, Technische 
Universitiit MUnchen, Lichtenbergstrasse 4, D-8046 Garching, 
West Germany. 

assumption. The exact relation between <fJ(t) and 
(R 2(t) is still unknown. Such a relation is of extreme 
importance, since it provides the connection between 
the measured energy decay data and the fundamental 
problem of energy migration. 

An approximate and direct relation between <fJ(t) and 
(R2(t) has been recently suggested by Gochanour, 
Andersen, and Fayer [GAF].8 In this work we use the 
GAF relation between the mean squared displacement 
and the decay law <fJ(t) to evaluate (R2(t) from known 
forms for <fJ(t), which are found from independent cal­
culations. These calculations are in the time domain, 
and thus more transparent than a self-consistent evalua­
tion of the Laplace transform of <fJ(t), as suggested by 
GAF. Our approach enables us to compare the results 
obtained by both methods and assess their consistency 
within this approximation. 

Since the expressions for <fJ(t) are known for multi­
polar and exchange interactions in arbitrary dimen­
Sions, 22,23 we present results for (R 2(t) and D(t) for 
these cases, which are valid within this approximation, 
in both the short and long time domain. 

In Sec. II we present the general formalism and the 
expressions for diffusion coefficients used in the sub­
sequent sections. A universal property of the Laplace 
transform of <fJ(t), valid for all decay laws encountered, 
allows us to evaluate directly the first term in the short 
time limit expansion of (R 2(t) and D(t). In Sec. III we 
consider multipolar interactions for which we calculate 
additional terms of the short time expansions of (R 2(t) 
and D(t). The calculations use forms of <fJ(t) with and 
without backtransfer. We also evaluate the long time 
diffusion constant. 

In Sec. IV we discuss the case of exchange interac­
tions, for which the short and long time expressions for 
D(t) and (R 2 (t) are given. The long time diffusion co­
effiCient in this case has a very strong dependence on 
dimension and concentration; in particular, in one di­
menSion, D(t) may go to zero for low concentrations. 

Section V contains conclusions and recapitulation of 
results. 

II. GENERAL FORMALISM 

In order to specify our notation and define the prob­
lem, we start from the standard master equation ap-
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proach. 7- 9,24,25 One considers a lattice, in which a cer­
tain fraction p of sites is occupied randomly by impuri­
ty molecules. The excitation is assumed to migrate 
among the impurities only; the host molecules do not 
participate in the energy transfer process. 

We define Pn(t) as the probability of finding the ex­
citation on the nth impurity; the eXCitation transfer, 
assuming the lifetime of the excitation to be infinite, is 
then governed by a master equation: 

(2.1) 

In Eq. (2.1) the sum extends over all impurities, 
and, for Simplicity, the transition rates W",n are assumed 
to be a function of the interimpurity distance r mn only. 
The distances r "'" depend on the configuration. As speci­
fied in the Introduction, only the high temperature limit 
is conSidered, for which 

(2.2) 

The inclusion of the intramolecular lifetime TD leadS 
to a simple factor which multiplies the Pn(t): 

Fn(t) =e-t/TDPn(t) (all t) • (2.3) 

Thus, in the following we will consider only the Pn(t). 
Assuming that the excitation was on site n =0 at t =0, 
one finds formally 

(2.4) 

where 

(2.5) 

Being interested in the configurational average of Pn(t) 
we obtain 

(2.6a) 

For n =0 we define 

(p ... 0 (t» = 4> (t) • (2.6b) 

Equations (2.6) have the Laplace transform representa­
tions 

=«u - vt1)ne , 

(p ... o(u» =.e [4> (t)J = <I>(u) • 

(2.7a) 

(2.7b) 

As shown recently by Klafter and Silbey24,25 for gen­
eral classes of interactions V, the configurational aver­
age in Eq. (2.6a) may be performed exactly and leads 
to a general solution in terms of the self-energy matrix 
1: (u)[SE]: 

(2.8) 

with 

1:(u) =(V) + (Ov[u - (1 - Q)VJ-1 OV) , (2.9) 

where Q is the configurational averaging operator and 
OV = V - QV. Operating with Q restores, as shown in 
Ref. 24, the translational invariance of the lattice, so 
that in the k representation (2.8) simplifies to 

(2.10) 

In the framework of energy transfer on disordered 
systems two fruitful approaches of dealing with the gen­
eral form (2.10) have evolved. The first is the con­
tinuous time random walk of Scher and Lax [for the con­
nection to Eq. (2.10) see Ref. 25; applications are in 
Refs. 13 and 26]. The second approach is by GAF, 8 

makes extensive use of the particular structure of V 
[Eq. (2.5)], and determines several apprOximate forms 
for I:(k, u) USing a diagrammatic expansion technique. 

GAF obtain i:(k, u) in the form [Eq. (66) of Ref. 8] 

~(k, u)=-Pp1:(k=O, u)+Pp1:(k, u), (2.11) 

where p is the density of lattice points, and since p is 
the probability of a site being occupied by an impurity, 
Pp is the density of impurities. 

We now consider the GAF result in the pair approxi­
mation. In this paper, we mean by pair approximation 
(or two-body approximation in the terminology of GAF) 
the diagrammatic expansion of GAF where the SE inEqs. 
(2.10) and (2.11) is represented by a sum of irredUCible 
graphs in its lowest (i. e., second order) approximation. 
This pair approximation allows for repeated transfers 
between sites 1 and 2 (for example) and by the <I>(u) al­
lows for excursions from either site to the other guest 
molecules. There are many procedures to find an ap­
proximate 4>(u), each leading to an approximate form 
for the SE within the pair approximation. This approxi­
mation is similar to that used by Haan and Zwanzig ex­
cept that <I>(u) in each vertex is substituted here for the 
Haan-Zwanzig form l/u. Using a continuum assump­
tion they obtain the following form for ~(k, u), valid for 
all k [Eq. (83) of Ref. 8J: 

J w(r) 
1:(k, u)= drexp(ik. r) 1+2<I>(u)w(r) (2.12) 

One should note that in Ref. 8, Eq. (83) was obtained 
by topological considerations only and is thus, in princi­
ple, independent of dimension. Limitations on the ap­
plicability of Eq. (2.12) to lower dimensions arise only 
from the assumption of the thermodynamiC limit and the 
continuum approximation. 

We Can now define a generalized diffusion coefficient 
D(k, u) by notiCing that Eq. (2.10) is a diffusion equa­
tion in k-u space7,27: 

(Pk(u» =[u +~D(k, U)J-l . (2.13) 

For 1:(k, u) given by Eq. (2.12) one has 

D(k, u) = ~ f dr [1- exp(ik· r)] 1 +2~~:~ w(r) (2.14) 

The k = 0 limit of the generalized diffusion coefficient is 
of interest, since it determines the migration of the 
excitation at large distances. Since we assumed w(r) 
to depend only on the relative distance r, we have the 
following directly from Eq. (2.14): 

= . - Vb.pP fO<> rb.+l w(r) 
D(u)-!l!D(k, u)- 2 b dr 1+2<I>(u)w(r) , (2.15) 

where Vb. is the volume of a unit sphere in a A-dimen-
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sional space, and b is a cutoff parameter of the order 
of d, the next-neighbor distance. Throughout this work 
we take b =0 (see the discussion in Refs. 7 and 22). 

It should be emphasized that Eqs. (2.14) and (2.15) 
provide a direct relation between the two functions <I>(u) 
and D(u) [or <I>(t) and D(t) in the time domain], functions 
that have been generally studied separately. 

A simple way to obtain the relation between D(u) and 
(R 2(U», the Laplace transform of the mean squared 
displacement (R 2 (t) >, is to observe that 

(R 2 (u» =,c[ (R 2 (t» ] =d~ [~ r~ (p n(tn] 
(2.16) 

= L>~ (Pn(u» = - v~ (pt(u» I pO • 
n 

Under the assumption that D(k, u) is a well-behaved func­
tion of k, one obtains the following immediately from 
Eq. (2.13): 

and 

lim V~(Pt(u» = _ 2 AD (u)/u 2 
It-O 

(2.17) 

(2.18) 

The time-dependent diffusion coefficient D(t) is de­
fined as 

(2.19) 

One should note that D(u) is not the Laplace transform of 
D(t), as is easily seen from Eqs. (2.18) and (2.19): 

,c [D(t)] = ....!:!:. (R 2(U» = D(u) 
2~ u 

(2.20) 

However, if D(t) is a constant, D(u) equals the same 
constant D(t) =D=D(u). 

In the following we discuss different approximations to 
<I>(u) that can be used in obtaining D(u) from (2.15), 
where 

<I>(u) = fo"" e-ut <I> (t) dt • (2.21 ) 

There are various approaches to calculate <I>(t) in the 
pair approximation. These approaches mainly differ 
in the way backtransfer from the other molecules is 
accounted for. The simplest <I>(t) is obtained by ignoring 
backtransfer to the initial site. 1-5,22,28 <I>(t) in this case 
is the averaged solution of a master equation [<I>(t} 
= (p ".0 (t) > ] that follows from Eq. (2. 1) by omitting the. 
first term on its right-hand side. Upon performing the 
configurational average one obtains exactly5,22,28 

N 

<I>(t) = II (1 - P {I - exp[ - tw(rn)]}) , (2.22) 
n=1 

where the product extends over all lattice sites with the 
exception of the origin n =0. 

For isotropic multipolar interactions the transfer rate 
at distance r is given by1,2,18 

w(r) = - -1 (d)S 
T r ' 

(2.23) 

where d is the next-neighbor distance and 7"1 is the 
transfer rate between two molecules at distance d. This 
form is mathematically equivalent to defining w(r) in 
terms of the lifetime TD and an effective radius Ro , 
since dS/T=R~/TD j use of the form (2.23) implies for 
electronic energy transfer that the phonon relaxation 
time is very short on the time scale of T. 

Inserting Eq. (2.23) into Eq. (2.22) leads to the fol­
lowing result for times longer than T and not too high 
concentrations1,4,22 : 

<I>(t) =exp[ - VAPpdAr(l- ~/S)(t/T)A/S] , 

where rex) is the gamma function. 

(2.24) 

In the case of isotropic exchange interactions2,18 

1 
w(r) = - exp[ y(d - r}] , 

T 
(2.25) 

where T and d have the same meaning as in Eq. (2.23). 
For not too high concentrations and for times longer 
than T, Eq. (2.22) results in4,23 

<I>(t) =exp [ - VA ppy-AgA (~el'4)] , 
where (See Blumen,23 Appendix A) 

(2.26) 

gA(U)=~ f"" dxxA- 1 [I-exp(_ue-"')] (~*O). (2.27) 
o 

The above derivations of <I>(t) disregarded backtransfer 
completely. An attempt to account for backtransfer ef­
fects' at least for very short times, has been made by 
Huber et al. 19 They assume only repeated hops of the 
excitation within all pairs consisting of the initially ex­
cited molecule and the other molecules. This assump­
tion results in a modification of Eq. (2.22) to include 
backtransfer19,23 

<l>BT(t) = n (1 - ~ {I - exp[ - 2tw(rn)]}) (2.28) 

namely, one has only to perform the Simple transforma­
tion P - p/2, t - 2t in Eq. (2.22) in order to obtain the 
effect of backtransfer under the above mentioned pair 
assumption from the results without backtransfer. 
Equations (2.24) and (2.26) are then modified to be 

<l>BT(t) =exp[- VAp(p/2)d Ar(1 - ~/S)(2t/T)A/S] (2.29) 

and 

<l>BT(t) =exp[- VAp(p/2) y-A gA (2: el'4)] , (2.30) 

respectively. A better treatment of the pair approxima­
tion, without invoking repeated hops between the same 
molecules, has been recently developed by Lyo and ap­
plied to multipolar interactions. 21 We defer its discus­
sion to Sec. III. 

Up to now, we have found different forms for <I>(t) 
[see Eqs. (2.24), (2.26), (2.29), and (2.30)]. Although 
<I>(u) is the Laplace transform of <I>(t) and thus a different 
function in each case, it should be noted that its asymp­
totic behavior for u_ co is independent of <I>(t). This 
feature corresponds to the very short time limit of <I>(t). 
For a well behaved <I>(t), <1>(0)=1 and <I>(t) $ 1 for tvery 
small. Thus, 
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as u_ oo • (2.31) 

One should note that, although 41(t) in Eq. (2.31) repre­
sents the exact function, which is a well-behaved func­
tion of time, the same general feature characterizes all 
the above -mentioned approximate functions -see Sees. 
III and IV. 

Returning to D(u) in Eq. (2.15) and adopting the gen­
eral short time result 41 (u) := 1/u for both multipolar and 
exchange interactions, we immediately rederive the 
Haan-Zwanzig expression for the short time diffusion 
coefficient. We first obtain 

D(u) = ~ 5~ dr rA+lw(r)u 
2 0 u +2w(r) 

(2.32) 

and the mean squared displacement [Eq. (2.18)] 

(R2(u» =A.VApP f" rA+lw(r) 
o dr u [u + 2w(r)] 

(2.33) 

By using the inverse Laplace transform 

(2.34) 

we obtain 

(R2(t» = A.~APP Jo~ drrA+l (l_e-2wCrlt) , (2.35) 

which is Eq. (36) of Ref. 7. The diffusion coefficient 
corresponding to short times is then 

(2.36) 

For any decay law 41(t), the Haan-Zwanzig approxima­
tion is thus the short time limit of the GAF diagram­
matic result. We nOw concentrate on the short time be­
havior for multipolar and exchange interactions, and 
present results independent of <p(t). 

In the multipolar case 

= VA pP dA+2 ."CA+2) Is (2t)CA+2-s) Is r (1- ~ +2) 
2s s 

(2.37) 

This result was obtained in the three-dimensional 
case by Godzik and Jortner9 using a Dyson equation 
method. The time dependence in Eq. (2.37) (t CA+2-B)ls) 
agrees with the time dependence derived by extending 
the Haan-Zwanzig scaling argument to any A and s (for 
details see Appendix A). 

In the exchange case 

D(!) = (VA pP e7d /2T) f' drr
A

+
l exp[ - yr - (2t/'r)e7CIf

-
r
)] 

= (VA pp/4t) i'"A-2(~ + 1) r' dy y A 
o 

X {t - exp[ - (2t/ T) e71f e-Y ] } 

= (VA ppl4t) y-A-2gMl(2te71f IT) , (2.38) 

where gA(y) is defined in Eq. (2.27). The result in Eq. 
(2.38) reduces in the three-dimensional case to the re­
sult obtained in Ref. 9 through the Dyson equation ap­
proach. 

Equations (2.37) and (2.38) represent the short time 
characteristic behavior of energy transfer among im­
purities. This behavior depends strongly on A. and on 
w(r), but is independent of the particular form of the 
decay law 41(t), since for every decay law one has the 
general"form 41(u)=1/u [Eq. (2.31)] in the short time 
limit. In following sections, utilizing the basic formal­
ism derived here, we improve the short time expres­
sions and we also study the longer time regime. 

III. MULTIPOLAR INTERACTIONS 

This section will be devoted to the study of the multi­
polar case, where the interaction is given by Eq. (2. 23). 
Of interest are both the short and the long time limits 
of the diffusion coefficient D(t) and of the mean squared 
displacement (R 2(t». We will determine these by using 
forms for 41(t) that include backtransfer in approximate 
ways, as well as the 41(t} form valid if backtransfer is 
neglected. 

In the multipolar case the generalized diffusion coef­
fiCient D(u) is given by 

D(u) = VA pP (2 Ttl f'drrA+l 
(d/r}S 

=VAPpdA+2 rr [2ssin(A.;2 rr)r1 

x T- CA+2) Is [2!f>(u)] [CA+2),s]-t· (3.1) 

where we used the general expression for D(u) [Eq. 
(2.15)] and Eq. (3.241. 2) of Ref. 29: 

f .. Xt)ool rr arr 
~dx:=-csc -

o 1 +x b b 
(Re b ~Rea>O) • (3.2) 

To obtain D(u) from Eq. (3.1) we will use different forms 
for 41(u); these follow from the low concentration re­
sults for 41(t) which are given by Eq. (2.24) in the ab­
sence of backtransfer and by Eq. (2.29) when back­
transfer is included. 

A. Short time limit 

The purpose of this subsection is to calculate in the 
short time limit additional terms to D(t) and to present 
the results for the mean squared displacement (R2(t». 
A straightforward way to proceed is to evaluate the 
terms following l/u in the asymptotic expansion of 41(u). 

We first observe that around t =0 the forms in the ex­
ponents of Eqs. (2.24) and (2.29) are not analytical 
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functions of t. (At t =0 even their first derivatives do 
not exist.) However, a representation of <I> (t) in ascend­
ing powers of t (not all of which are integers) is ob­
tained by expanding the exponentials: 

00 ( )i itJ. / • 
<I>(t) =exp(_AttJ. / .) = L: -A .t (3.3) 

j=O J. 

where according to Eqs. (2.24) and (2.29), 

A= VtJ.ppdtJ. r(l- A/s) T-tJ.ls (3.4) 

in the case without backtransfer, and 

A= 21tJ.{S)-lVtJ. pPdtJ. r(l _ A/s) T-tJ. 1 s (3.5) 

in the backtransfer case. 

From Eq. (3.3), <I>(u) may be evaluated by integrating 
term by term: 

<I>(u)= (00 dte-ut <I>(t) = :t (-.~)j foo dte-uttitJ.ls 
Jo j =0 J • 0 

(3.6) 

Expression (3.6) has to be inserted into Eq. (3.1) from 
which we now evaluate the first additional term to the 
result of Sec. II. Thus, in first order in the concen­
tration, 

<I>(u) =!. - VtJ.ppdtJ. r(1- A/s) r(l +A/s) T-tJ.lsu-l-tJ.ls 
u 

1 tJ. A1T =--VtJ.ppd r-tJ./'u-l-tJ./ s (3.7) 
u s sin(A1T/s) 

without backtransfer, and 

<I>BT(U) =!. _2tJ.ls-l VtJ.pPdtJ. A1T 
U S sin (A1T/s) 

(3.8) 

including backtransfer. fu Appendix B we will prove 
that even a more exact treatment of backtransfer does 
not change the correction term in Eq. (3.8). 

To avoid repeating almost identical formulas, we 
continue by using the general form Eq. (3.6) for the 
case with and without backtran sfer • fu first order in 
concentration one obtains with Eq. (3.1) the short time 
result (large u) 

__ .,....,..;;"IT __ r-(tJ.+2)/s2[1tJ.+2)/sr2 

s sin (_As_+_2 1T) 

x [u 1-(tJ.+2)/S+A S-~-2 r(1+ A/s)u1-(2tJ.+2)/'], 

(3.9) 

which, using Eqs. (2.16), (2.18), and 

.e(t"') = f
o
" e-ut t"'dt=u-a-1 r(a+l) , 

leads to 

(3.10) 

__ "77"IT--:::--:- T-(tJ.+2) / s 2(M2-2s) Is 

S sin (_60_;_2 "IT) 

{ 
t (M2) Is 

X r[1+(A+2)/s] 

+ A (s - A - 2) r (1 + 60/ s) t (2tJ.+2) IS} 
sr[1+(2A +2)/s] (3.11) 

from which D(t) for short times follows: 

D(t) = (VtJ. pp) (d s/ T)(tJ.+Z) Is [cl (A, s) t (tJ.+2-s) Is 

+cz (A, s) t (2tJ.+2-s) / S] , (3. 12a) 

where 

"lTZ (M2-2s) Is 
(3. 12b) 

(~+2 ) s sin -s-"IT r[(A+2)/s] 

"lT2(tJ.+2-Zs) / s (s _ 60_ 2) r(~/s + 1) 

(~+2 ,\ 
s2sin -s-"lT; r[(2 A +2)/s] 

(3. 12c) 

Here, we note that both (R2(t» and D(t) have the struc­
ture required by the scaling argument of Haan-Zwanzig 
[see Appendix A, Eqs. (A6) and (A7)]. fu the three­
dimensional case (A = 3), the results are, apart from a 
numerical factor, similar to the Eqs. (6.27)ff. of Ref. 
30 derived through a continuous time random walk ap­
proach. 

fu the special Case of dipolar interactions (s =6) in 
three dimensions (~= 3) D(t) has the form 

D(t)=e; PP)d 5r-S/6 [a1rl/6+ az (4; PP)d3r-1/2tl/3], 

(3.13) 

with a 1 =0.4133 and a 2 =0. 1368 without backtransfer or 
a z =0. 0967 in the backtransfer case. The value for a 1 

and the last figure for a z are identical with the GAF re­
sult in the pair approximation [D(t) obtained from their 
Eq. (101)]. The result for a 1 is as expected Since, as 
discussed in Sec. II, the first term of Eq. (3.12) is in­
dependent of the particular form of the decay law <I>(t). 
For the a z values we infer that in the multipolar case 
compatibility with GAF is achieved only if one uses 
Eq. (2.15) with decay laws <I>(t) that include backtrans­
fer. 

B. Long time limit 

We now turn our attention to the long time limit, 1. e., 
to the case of very small u. The Laplace transform of 
Eq. (3.3) may then be evaluated through the asymptotic 
expansion 

<I>(u) = roo <I>(t)e-utdt= t (_.u)J foo <I>(t)tidt 
o i.O J 1 0 

= t (_.u)J f 00 dtt J exp(-At tJ.1 S) 
J=O J 1 0 

=~A-s/tJ. t (_.u)J A-JsltJ.r[(j+l)s/~], (3.14) 
~ 1=0 ~ 

where A is given by Eq. (3.4) or (3.5). One should 
note that in our approximations in the multipolar case 
all moments of <I> (t) exist for all A and S (8 > ~). 31 

From Eq. (3.14) we obtain, with Eq. (3.1), D(u) 
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TABLE 1. Values of the diffusion constant 
DBT in the multipolar case, when backtransfer 
is included [Eq. (3.19)]. 

VBT 

A s= 6 8 10 

3 0.4481 0.1309 0.0251 

2 0.1126 0.0150 0.0018 

1 0.0018 1. 3x 10-5 6.2x10-8 

from which one finds (R Z(u» and its inverse Laplace 
transform (R 2(t». Only the first two terms in the ex­
pansion of (R2(U» in powers of u correspond to well­
behaved fWlctions in the t domain. Keeping thus only 
the first two terms in Eq. (3.14) leads to 

D(u) = V4 ppd 4+2C2/ r)(4+2) Is 1T [4S sin (A; 2 
1T )rl 

x [r(l +s/a)] (4+2-S)Is A (S-4-Z) 14 

x{1 + (s - a - 2)A-sI 4 r(2s/ a)[sr(s/ a)]"l u} (3.15) 

and with Eqs. (2.16) and (2.18): 

(R 2(t» -t + (s - a - 2)A-sI 4 r(2s/ a)[sr(s/ aWl. (3.16) 

We note that only the first term of Eq. (3.16) contri­
butes to D(t): 

D(l) = ...L !!.. (R 2(t» 2a dt 

= V4 ppd 4+2 (2/T)(4+2)Is 1T [4S sin( a;2 1T)rl 

x [r(l +s/ a)] (4+2-s) 1 s A (s-4-2) 14 =D , (3.17) 

where D is independent of t. In the backtransfer case 
we have the following with Eq. (3.5): 

(3.18) 

where 

- BT 1T 

D = (a 2 ) 2ssin -;- 1T 

(3.19) 

The result without backtransfer is larger by a factor 
of (2( .. 4-2)/ 4 )2(4+2-.)/8 than the result obtained introduc-
ing backtransfer. 

Since Eq. (3. 18) corresponds to the important case 
of pure (dispersionless) diffusion, we present in Table 
I the values for nBT. For the three-dimensional dipolar 
case the result for nBT is 8% smaller than the two-body 
GAF expression [Eq. (97) of Ref. 8], which was obtained 
from a self-consistent method of determining 4>(u); nBT 

is larger than the Godzik and JOl'tner result by 12%. 
For larger s in three dimensions our results are con­
Sistently somewhat larger than those of Ref. 30. 

While the two-dimensional results of Table I are still 
well behaved, the diffusion constant in the one-dimen-

sional case drops sharply by increasing s, which indi­
cates that in the framework of the pair apprOXimation 
the excitation is practically localized for higher multi­
polar interactions in one dimenSion. 

We briefly consider the limits of validity of the time 
independent D value [Eq. (3.17)]. In our derivation for 
D(t) we made use only of the first two terms of the 
asymptotic series (3.14); in fact, because of Eq. (3.18) 
only the first term contributed. We now conSider the 
error made in discarding the rest of the series (3.14); 
for the case s/ a = 2 it is known [Ref. 32, Eq. (7.1. 24)] 
that the absolute error is less than the absolute value 
of the first discarded term. 

. In order to have the error on D(t) small, one thus 
has to require 

(3.20) 

where we assumed that in general the first discarded 
term is a good estimate for the error. Thus, in the 
backtransfer case, with Eq. (3.5), 

tiT> r(2s/a )[r(s/a»"12(s/4)-1 

(3.21) 

The condition (3.21) agrees reasonably well with the 
three-dimensional numerical results of Refs. 8 and 30. 

From Eq. (3.21) one sees that the diffusive limit 
occurs at later times if s gets larger or a gets smaller; 
the limit is also extremely sensitive to concentration: 
An increase in concentration pushes the diffusive limit 
to considerably shorter times. 

IV. EXCHANGE INTERACTIONS 

This section will be concerned with the properties 
of the mean squared displacement (R 2(t» and the dif­
fusion coeffiCient D(t) in the case that the interaction 
between sites occurs via exchange [Eq. (2.25)]. 

In this case the generalized diffusion coefficient D(u) 
again follows from Eq. (2.15): 

D(u) = V4pP S .. drr
4
+
1
w(r) 

2 0 1+24>(u)w(r) 

_ V4ppera ;r(4+2) Joo dXX4+1 

- 2r 0 e" +[24>(u)era/ T] 

= V4ppera yo402(2r)"1!4+1 [24>(u) era/T] , (4.1) 

where we defined the fWlction 

S
OO 4 

/A(y)= dx ~ 
o e +y 

(4.2) 

The properties of the fWlction!A(Y) are derived in Ap­
pendix C. 

In order to obtain the fWlction D(u) we use in the 
following the different forms for the Laplace transform 
of the decay laws 4>(t) which were discussed in Sec. II. 

A. Short time limit 

Let us examine first the forms of 4>(t) and of 4>BT(t) 
[Eqs. (2.26) and (2.30), respectively] for small times. 
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The function gAel) defined in Eq. (2.27) has the follow­
ing expansion series [Eq. (M) of Ref. 23]: 

~ (_ t)l 
gA(t)=Alt L.. .1(" 1)4+1 (4.3) 

j=O J J + 

The radius of convergence of this series is infinite. 
Thus, gA(Y) is analytical in the whole complex plane. 
This is also true for the functions <I>(t) and <I>BT(t). The 
situation is now different from the multipolar case, 
where an analytical expansion of the decay laws around 
t =0 does not exist. Here, we have simply, for short 
times, from Eq. (2.26), 

<I>(t) = 1 - VA ppy.A(efa / r) [limg ~ (z)] t + ••• 
6·0 

"" 1 - A I VAppy·Aefa(t/r) , 

where we used the relation 

limg~(z)=AI , 
6 ·0 

which is self-evident from Eq. (4.3). 

(4.4) 

(4.5) 

In the backtransfer case we have also from Eq. (2.30) 

<I>BT(t)""l_ A ! VAppy·"'efd(t/r). (4.6) 

Thus, <I>(t) and <I>BT(t) are identical to first order in pt, 
so that, working in first order in p, we do not have to 
distinguish between the two cases. 

The Laplace transform of both Eqs. (4.4) and (4.6) is 
given by 

<I>(u)=£[<I>(t)]=u·1-AI VAppy·"'efa/(u2r). (4.7) 

Equation (4.1) can be rewritten as 

D(u) =b!t>.+l [a<I>(u)] , 

with 

a =2efa/r, 

b = V", pP efa y.A.2(2rt1 • 

(4.8) 

(4.9) 

(4.10) 

Inserting Eq. (4.7) in Eq. (4.8) we obtain to first or­
der in concentration 

D(u) =bf"'+l (; -2bAI "12 ~) 

d 
=b!t>.+1(a/u)+2b

2
y

2
AI duf"'+l(a/u) 

and according to Eq. (2.18) 

(4.11) 

(R2(u»=2AbU·2(1+2by2AI d~)!t>.+l(a/u). (4.12) 

Using the expressions of Appendix C it is now a sim­
ple matter to find the inverse Laplace transform of Eq. 
(4.12) which gives the mean squared displacement 
(R 2 (t». We find [see for details Eqs. (CI7)- (C21)J 

(R2(t» = a(!~2) [gA+2(at) - 2 by2A I tgA+2(at) 

+4 by2A 1 fot dSg"'+2(as~ , (4.13) 

with a and b given by Eqs. (4.9) and (4.10), respective­
ly. Thus, for small times the diffusion coefficient D(t) 
has the form 

D(t) = 21A :t (R2(t» = a(::+2) {agi+2(at) 

+ (2by2AI) [g"'+2(at) -atgi+2(at)]} 

_ .1b{gA+l(at) +2by2AI [gA+2(at) ( t»)l 
-a t • A+2 -g"'+l a f' 

(4.14) 

where we used the recurrence formula obeyed by the 
g",(l) functions [Eq. (A5) in Ref. 23J 

(4.15) 

It turns out that the additional term in the short time 
expression for D(l) is also a simple function of the 
gA(t) forms. The first term of Eq. (4.14) is, as ex· 
pected, identical to Eq. (2.38) of Sec. II. 

We remark that for t - 0, D(t) behaves as rl, where­
as in the multipolar case D(t)-t(A+2.s)/s [Eq. (3.12) or 
(A7)]. In this limit the exchange case is very similar to 
multipolar interactions with large s. 

B. Long time limit 

We now turn our attention to the long time limit of 
(R2(t» and of D(t). As we will see, in the pair approxi­
mation in the long time limit case, different dimensions 
lead to qualitatively different results. 

We start by evaluating <I>(O), which when inserted into 
Eq. (4.1) yields the diffusion constant. Using the back· 
transfer expression [Eq. (2.30)J results in 

<I> (0) = So"' <I>BT(t)dt = (r/2efd ) 

x fa"' exp[-tVAPpy·Ag",(z)Jdz • (4.16) 

We observe that the functionsg",(z) have asymptotic ex­
pansions in powers of Inz [Eq. (A12) of Ref. 23]: 

gl(z)""lnz+0.58 , (4. 17a) 

g2(z) ""ln2z +1.15lnz +1.98 , (4. 17b) 

g3(z) "" In3z + 1. 73ln2z +5. 93lnz +5.44 , 

and generally 
A 

(4. 17c) 

gA(z)"" L Cl",(lnz)l • (4.18) 
J .0 

If the concentration is not too high (t VA ppy.A« 1), we 
may split the integration in Eq. (4.16) and use Eq. 
(4.18), obtaining 

<1>(0)"" (r/2 era) {I + {"' exp [- ~ VA Ppy·'" t C lAOnz)J]dZ} 

= (r/2efa ){1 + {' exp~ - ~ VAPpy·A Po Cl"'tJ]dt} • 

(4.19) 

The structure of the integral in Eq. (4.19) is considerab­
ly different for one, two, and three dimensions, war­
ranting special treatment in every case. 

Consider the one -dimensional case for which the 
leading term of the exponent in the integral Eq. (4.19) 
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is linear in t. The integral diverges for 1> Z-1 VIPpy-l 
=p/(yd). A more careful analysis is performed in Ap­
pendix D, where we evaluate Eq. (4.16) for the exact 
one -dimensional decay law without backtransfer. The 
result is similar in that the integral does not exist 
for p < 1 - e-<1d) IZ. For these concentrations, therefore, 
our approach indicates the absence of diffusion D(u =0) 
=0 in one dimension. 

In two dimensions the leading term in the exponent 
of Eq. (4.19) is always negative and the integral exists: 

L'" exp(-t 2 +a1t+az)dt 

=exp(az +aV4) s." e-,!- dx 
-al/Z 

(4.20) 

with erfc(z) being the complementary error function 
[Eq. (7.1. 2) in Ref. 32]. Therefore, in two dimensions 
we always find diffusive behavior in the pair-approxi­
mation approach. However, assuming V", Ppy-'" to be 
small leads to 

<I> (0) '" (r/2 e1d){2; e-CE y(npp)-I / Z exp[ Y(2npP tl] , 

CE =0. 58, (4.21) 

which is thus a large number, and then D(O) turns out 
to be quite small. We note that we could have ob­
tained 

(4.22) 

directly from Eq. (4.19) by keeping in the expansion of 
g2(t) the leading term In2t only. The difference between 
the expressions is only e-cE =0. 56. 

In three dimensions we have to consider the integral 

f
o
" exp(-t3+altz+azt+aa)dt, (4.23) 

which is connected to the function Hi(z) [Eq. (10.4.44) 
of Ref. 32, and Ref. 13]: 

Hi(z)=7T-1 fa" exp(-~t3+zt)dt. (4.24) 

Since we do not have a simple way to handle (4.23), we 
will again Consider only the case of very low concentra­
tions, and approximate ga(t) [Eq. (4. 17c)] by its leading 
term In3t, obtaining 

<1>(0)'" (r/2e1d
) fa" exp~- 2; ppy-3ta]dt 

= (r/2 e1d
) Y(2nppt l / 3 7THi [y(2nppt1/a ] 

= (r/2 e1<!) n+1/ 2 y 3/ 4 (2nppt1/ 4 exp[t ya/2(2npptl/2] • 

(4.25) 

In Eq. (4.25) we used the asymptotic form of Hi(x) for 
large x [Eq. (10.4.90) of Ref. 32]: 

(4.26) 

The diffusion constant D(O) follows simply by insert­
ing into Eq. (4.1) either Eq. (4.22) for the two-dimen­
sional case or Eq. (4.25) for three dimensions. We 

present exemplarily only the three-dimensional result 
for D(O); the two-dimensional expression follows 
analogously. Inserting Eq. (4.25) into Eq. (4.1) we 
obtain 

D(O)'" ;n ppe1d y-S(2r,1 

x/4 {nl/Zy3/4(2npp)-1/4exp[t y3/Z(2npprI/2]} 

1d 
"'10-3 e

r 
y7/4(ppr5/4 exp[_t y 3/Z(2npptl/2] , 

(4.27) 

which is identical to the long time limit of D(t). In Eq. 
(4.27) we have used the asymptotic value ofh(y) [Eq. 
(C8)]. Due to the many approximations involved, the 
value of Eq. (4.27) is only of a qualitative nature. 

V. CONCLUSIONS 

In this work we have studied the dynamical properties 
of the migration of the excitation among impurity mole­
cules in the framework of the pair approximation. We 
demonstrated that, from a simple equation (2.15), we 
obtain, using known forms for <I>(t), in a completely 
straightforward fashion, the multipolar and the exchange 
behavior, for all dimensions, for both short and relative­
ly long times. Our results agree with results obtained 
in special cases (mainly three-dimensional) by indepen­
dent, more elaborate methods. In particular, they agree 
well with the self-consistent results of GAF. 

Our procedure was motivated by the observation that 
Eq. (2.15) connects, in the framework of the pair ap­
proximation [see the discussion before Eq. (2.12)], the 
dynamical properties of the migration of the excitation 
with the decay law <I>(t). We use decay laws varying in 
their degree of sophistication but always in a pair ap­
proximation and obtain the short and long time behavior 
of the generalized diffusion coefficient and of the mean 
squared displacement. 

We found that in the short time limit the dynamical 
properties are not sensitive to the detailed way in which 
backtransfer is included. For example, the first term 
in the series expansion of the diffusion coefficient is 
completely independent of the form of <I>(t). In the ex­
change case the second term also does not depend on 
whether backtransfer is included or not. The multipolar 
case differs in that inclusion of backtransfer leads to 
an additional factor to the second term; however, two 
different ways of including backtransfer into <I>(t) lead 
to preCisely the same result for the second term of the 
diffusion coeffiCient. 

For the long time behavior, because of the assump­
tion of the pair apprOximation, our results may only be 
viewed as qualitative; we expect that one has to go well 
beyond the pair approximation in order to test the reli­
ability of the long time expressions. However, the re­
sults for the diffusion coeffiCient at long times agree 
closely with the results derived by other methods. 11.30 

Our results are qualitatively different for multipolar 
and for exchange interactions. In the multipolar case, 
we find for long times diffusive behaVior in all dimen-
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sions; however, the numerical values for one-dimen­
sional high multipolar interactions strongly suggest that 
the excitation is more and more localized as the in­
teraction becomes shorter ranged. The long time limit 
in the exchange case depends qualitatively On dimension. 
In the one-dimensional case we find localization (i. e., 
D =0) for moderate and low concentrations of impurity 
molecules. It is interesting to note that already the 
pair approximation leads to the localized behavior in 
one dimension, behavior which has been tested by inde­
pendent calculations. 31 In two dimensions, for exchange 
interactions we find diffusive behavior; however, the 
value of the diffusion constant is rather small for low 
concentrations of impurities. The three-dimensional 
case shows, as with multipolar interactions, typical 
diffusive behavior at long times. 
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APPENDIX A: THE HAAN-ZWANZIG SCALING 
ARGUMENT 

In Sec. II we derived the short time limits of both 
(R2(t» and D(t), corresponding to <I>(u) =l/u. These 
derivations hold for exchange and multipolar interac­
tions and for all dimensionalities A. 

Here we verify the short time multipolar results using 
the Haan-Zwanzig scaling argument extended to include 
arbitrary A and s (s being the power of the multipolar 
interaction). 7 

Let :\ be an arbitrary positive number and replace r 
by:\r; then the density p =Pp, the wave vector k, and 
the time t scale as 

p_:\_tJ. p , 

k - :\-1 k , 

t-:\St. (Al) 

The generalized D(p, k, u), having the dimensions of 
[length]2/time, scales as :\2-s. Since in the continuum 
approximation the transformed diffusion coefficient de­
scribes the same physical problem, the D value is in­
variant if (Haan-Zwanzig argument) 

(A2) 

We consider the k =0 limit of D which determines the 
migration of an excitation at large displacements and 
choose :\=u 1/ s • Then 

(A3) 

Assuming D(u-tJ./ s p, 0, 1) to be an analytical function 
of p one has: 

~ 

D(p, 0, u) =u<S-Z)/s L: cJ(u-tJ./sp)J • (M) 
J .1 

In Eq. (A4) the summation starts at j = 1, since we 
suppose that for small densities (or short times) D is 
proportional to p. From Eq. (A4) we now have readily, 
with Eqs. (2.16), (2.18), and (2.19) 

~ 

(R2(u» =2Au-2 L: c}{/u(S-2-JtJ.)/s 
J=l 

~ 

=2A L: CjpiU-1-(2)itJ.)/s, 
}=1 

~ 

(A5) 

=2AL: c J Pi t(2+JtJ.)/s/r[1+(2+jA)/s] , (AS) 
jel 

~ 

= L ciPJt(2-s+JtJ.)/s/r[(2+jA)/s]. (A7) 
J=l 

The time behavior of Eqs. (AS) and (A7) is identical 
to the results for the multipolar interactions, which we 
derived in Sees. II and III. 

APPENDIX B: BACKTRANSFER IN THE SHORT TIME 
LIMIT 

In the course of this work we have utilized forms for 
backtransfer which were obtained from the known equa­
tions in the absence of backtransfer by the transforma­
tion t - 2t, P - p/2. This procedure was motivated by 
the Huber et al. approximation19 for the short time be­
havior of <I>(t) in the presence of backtransfer: 

N 

<I>(t)= II (l-p{l-e-w(rjltcosh[w(rj)tJ}) 
f =1 

(Bl) 

while 
N 

<I>(t)= II[l_p(l_e-w(ri lt )] (B2) 
1=1 

is the exact solution of the transfer problem in the ab­
sence of back transfer. 22,28 The products in Eqs. lBl) 
and (B2) extend over all sites. One obtains Eq. (Bl) by 
a configurational averaging of decay laws of the form 

Pi .o(t) = II {l- e-w(rl)t cosh [w(rl) t]} , (B3) 

where the product extends only over the positions oc­
cupied by impurity molecules. (For details see Ref. 
23.) 

One should remark that, apart from the case of a 
single pair of molecules present, Eq. (B3) is no solu­
tion of any master equation of the form (2.1). For long 
times, for any PI(t) which are solution of a master 
equation (2.l), that includes backtransfer 

(B4) 
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where m is the total number of impurity molecules 
present, whereas from Eq. (B3) 

limIT {l-e-w(q)tcosh[w(rj)t]}= 2:-1 (B5) 
t_ OO 

An equation which is the solution to a reduced master 
equation of the general problem and which inclUdes back­
transfer was given by LYO.21 In the low concentration 
limit he finds, using the continuum approximation for 
multipolar interactions in three dimensions, the fol­
lOwing form for <I>(u) [Eq. (2.6) of Ref. 21]: 

1 f'" [ ( 1 )3/ 5 ~ <I>(u)=; 0 e-Xexp _ppd 3 rn Gs(x)J dx , (B6) 

where [Eq. (2.7) of Ref. 21] 

81TX If 12 
Gs(x) = 3 0 cosO sinOtan6I SOexp(-xcos20) dO , (B7) 

which, by setting t =cos2 e, transforms to 

Gs(x) = ~ x (C ;tyls e-xtdt. (B8) 

One may observe that the integral in Eq. (B8) may be 
expressed in terms of the beta and the hypergeometric 
functions [Eq. (3.383) of Ref. 29]: 

1 fo r3/S(I_t)3ISe-xtdl 

=B(l +3/s, 1-3/s)lF1(1-3/s; 2; -x) • (B9) 

However, to calculate the first two terms in the asymp­
totic expansion of <I> (u) one has simply to expand the ex­
ponent to the second term in Eq. (B6): 

1 J" -x 1 p~f 41T <I>(u) = - e dx - ::-J+!7$ s -3' I , 
u 0 U 'T 

-2(3/S)-1f'" dtt
31S 

_23/s-1 ~ 11 
- 0 (t+1)2 - s. (31T) . 

sm -
s 

(B10) 

(Bll) 

In the last line we made use of Eq. (3.194.6) of Ref. 29. 
Thus, in the multipolar three-dimensional case we ob­
tain from Lyo 

I 1 P d 3 4 3 ~ ( ) ppu· ...!!. 2(3/s )-1 1T 
'¥u="U-;;rrrs~ ) 

3 SSine: 
(BI2) 

which is identical to Eq. (3.8) in three dimensions: 

() I 1 ppd.6V.6 2A/ s- 1 ~ 1T 
<I> u ="U - -:;;,r.rrrs T3.78 s. (<11T) (B13) 

sm S 
As discussed in Sec. II, the first term in the ex­

pansion of <I>(u) is always l/u. Here we find that also 

the second term in the expansion of <I>(u) is insensitive 
to the way in which back transfer was inCluded in the 
approximate forms for <I>(O. 

APPENDIX C: THE FUNCTION fA (Y) 

In Sec. IV we introduced the function!A(y) [Eq. (4:.2)]: 

(Cl) 

One verifies readily the following properties of the 
function!A(y): 

!A(O) = {'" dxxAe-x=A!, for all A, (C2) 

fA(l) = fa'" dxxA(e" +1>-1 = (1- 2-A)A! t(A+l), (C3) 

where t is the Riemann zeta function and we made use 
of Eq. (23.2.8) of Ref. 32. Also, !A(Y) is a mono­
tonically strictly decreasing function of y, with 
lim~_oo!A (y) =0. 

If Y < 1, then one may expand the integrand in Eq. (Cl) 
and integrate each term of the resulting series sepa­
rately: 

fA(Y) = 5.'" dxxAe-" t {_l)l y i e-ix 
o J~O 

= ~ {_y)l SOO dxxAe-(l+1)x",A! ~ (_y)l 
L...J L...J (J. + 1 )3.+ 1 
1=0 0 J20 

(C4) 

For y> 1 we obtain upper and lower bounds on! A (y) 
by splitting the integration in Eq. (C1) at Xo =lny: 

i xo XA f"' xA 

fA(Y)= dx -,,- + dx -,,-
o e +y "0 e +y 

::s J,"o dxxAy-1+ foo dxxAe-" 
o Xo 

x A
+1 ~ xli' = _0 __ +AI· e-xo. L.. -

y(A+1) 1=0 j I 

In the last line of Eq. (C5) we have integrated re­
peatedly by parts. Thus, 

/A{Y)::S AI E (lny)i 
Y i=O j t 

and Similarly 

(y> 1) 

(C5) 

(C6) 

fXO 00 <11 A+1 ( i 
fA(y) 2: !. dxxAy-1+!. ( dxxAe-"=-.L: l~y) 

2 0 2 J"o 2y J=O J I 

(y>l) . (C7) 

Asymptotically, !<l.(y)"'" (Iny)A+l/[(A+1)y] or, equiva­
lently, 

(ca) 

as may be verified readily by setting y =et, observing 
that 

h(t)=e t! (e t ) = ('" dxx
A 

= f"' dx (X+t)A (C9) 
A Jo e:;-t+l -t e"+l 

and applying L'Hopital's rule (A+1) times to the quotient 
lim t • oo [(A + 1)h(t)/tA+1]. 
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The functions f.6. (y) are closely related to the g.6. (t) 
functions [Eq. (2.27)]: 

g.6.(t)=.6. f" [l_exp(_le-X)]x.6.-ldx (.6.*0) (C10) 
o 

that appear in the expressions for the excitation decay of 
a donor molecule, when the direct energy transfer to 
randomly distributed acceptors is due to exchange [Ref. 
4, Eq. (21), Ref. 18, Eq. (3.13), Ref. 23, Eqs. (A1)!f.]. 
The Laplace transform ofg.6.(t) is .6.U-2/ .6.-1(U- l ): 

(Cll) 

since 

Also, integrating Eq. (C10) by parts one obtains 

g.6.(O=t Sol exp(-tx)(-lnx).6.dx (C13) 

and thus 

.c[g.6.(t)/t] = S" dte-ut Sl dxe- tx (_lnx).6. 
o 0 

1 

= So dX(-lnx).6.(x+utl 

S
'" e-Yy.6. 1 S'" x.6. = 0 dy =- dx ~ e-Y + u u 0 eX + u-

(C14) 

Therefore, 

.c[g.6.(t)/t] =u- l /.6.(u- l ) • (C15) 

Remembering thatg.6.(t)'" (lnt).6. as t_ oo , Eqs. (4.17), 
(4.18) [Ref. 4, Eq. (28); Ref. 23, Eq. (A12)J, and that 

1.6. (;):::: .6.\1 u[ln(l/U)].6.+1, as u-O • 

Equation (Cll) turns out to be a special case of the 
Tauberian theorem of Hardy-Littlewood and Karamata,33 
stating that if .c[h(t)] = fz(u), and/z(u) "'u- IIA(l/u) as 
u - 0, and A is a slowly varying function, i. e., for .\> 0, 
A(Au)/A(u)"'l"'A(.\./u)/A(l/u)asu-O, andk>O, then 

h(O::::t""'lA(t)/r(k) • (C16) 

In Eq. (Cll), A (l/u) = [In (l/uW and k =1; from the 
theorem follows that g.6. (t) '" (lnt).6., as is indeed the case. 

On the other hand, Eq. (C15) shows that the condition 
that k be strictly larger than zero is essential. In Eq. 
(C15) one has 

u- l /.6.(u- l )", .6.~1 [In(1/u)].6.+1 andg.6.(t)/t'" f (lnt).6. ; 

thus, the exponent of the logarithmic function entering 
the Laplace transform differs from that of the original 
function. 

g.6.(t) and/.6.(u) derived in this Appendix, we now present 
the steps that lead from Eq. (4.12) to Eq. (4.13) of the 
main text. 

Observing that for a> 0 from .c[ h (t)] =12 (u), it fol­
lows that .c[ah (at)] = Iz(u/a); one has with Eq. (Cll) 
immediately for the first term of Eq. (4.12): 

_1 [(.6. +2)a
Z 

(/ ,1 .c u2 1.6.+1\a u)J =ag.6.+z(at) • 

For the second term of Eq. (4.12) we note that 

.c- l 
[u_

Z d~ 1.6. .. 1 (a/u)] =.c- l {d~ [u-
2
/.6.+1 (a/u)]} 

+ 2.c- l 
{ ~ [U-2/.6.+1 (a/u)]} 

Since .c[ 11 (t)] = fz (u) implies 

.c[{t dsh(S)]=~fz(u) 
and 

d 
.c[tfl (0] = - du fz(u) , 

one obtains from Eq. (C17) 

.c-l 
[u-

z d~/.6.+1(a/u)] 

=(.6.+2tla-l[-tg.6.+z(atJ+2 s: dsg .6.+Z(aS)] , 

from which Eq. (4.13) follows. 

(Cl7) 

(C18) 

(C19) 

(C20) 

(C21) 

APPENDIX D: THE ONE-DIMENSIONAL EXCHANGE 
CASE 

In the course of this paper we made use of different 
approximations to <1>(0), expressing them as integrals 
over different decay functions <I>(t): 

<I>{O) = L" <I>(t) dt • (n1) 

It is worth observing that for fixed t, <I>(t) in the ab­
sence of backtransfer is smaller or at most equal to any 
<I>(t) obtained by including some backtransfer. There­
fore, it is of interest that in the one-dimensional ex­
change case, the integral (D1) is already divergent for 
a certain range of concentrations, for <I>(t) that does 
not inClude backtransfer. It is this fact that we now 
proceed to show. 

The exact <I>(t) in the absence of backtransfer for the 
one-dimensional exchange problem iszz,28 

<1>(0= goO {l-p[l-exp (- ~ eYde-lilytl)]} 
pto 

= n {I -P[l- exp ( - ~ eU-nytl)]}Z , (n2) 

which may be transformed in standard fashion t05
,22 

As an example for the utility of the relations between with 
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.. 
=2 LIMI(t)]k , (D4) 

1=1 

where we introduced 

M,(t) = 1 - exp ( _ ~ e(l-il1'4) (D5) 

We now establish a lower bound for the exact <I>(t), 
ans show that this lower bound, inserted into Eq. (D1), 
leads to divergent expressions for a range of p values. 

From Eq. (D5) we have 

O~MI(t)<l , for t finite, 

MI(t) <MJ(t) , for O~j<i, 

Mj(t)<MI(t') , for t<t' • 

From Eq. (D6) it follows that 

'" " 
Sk(t) =2 L [MI(t)]k~ 2 LMI(t)=Sl(t) 

1-1 i=l 

and therefore, with Eq. (D3), 

In<l>(t) = - t pI< Sk(t) 
k=l k 

(D6) 

(D7) 

(DS) 

(D9) 

(D10) 

Furthermore, since MI (t) is a monotonically decreas­
ing function of i [Eq. (D7)] , one has 

Sl(t) =2 t MI(t) 
1=1 

= ~g (~ ertf ) yd 1 T ' 
(D11) 

where we used definition (C10). Since In(l-p) is nega­
tive for p < 1, one has by combining Eq. (D10) and (D11) 

In<l>(t);:::Sl(t)ln(l-p);::: 2ln(1-P)gl(~ertf) (D12) 
yd T 

We observe now that 

gl (t) = [1 - exp(- te-X)] dx = 2. (1 - e-Y) S.. Std 
o 0 Y 

(D13) 

and thus, for t > 1, 

gl(t) =gl(l) + {t ; (l-e-Y)~gl(1)+ln(t), (D14) 

since Hdyy·1(1-e-Y) exists and is positive for t>1. 
Defining now an auxiliary function h(t) as 

ift~l, 

if t>l , 

we have, again because In(l - p) is negative, 

In<l>(t);:::2ln(1-p). h(~e"'/(Yd). 
Finally 

(D15) 

(D16) 

fa" <I>(t)dt;::: f: exp[2ln(1-p)h(ertf t/T)/(yd)]dt 

= Te-rtf exp[2g1 (1) In(l - p)/(yd)] 

(D17) 

The integral on the rhs of Eq. (D17) is divergent for 
2ln(1-p)/(yd»-1, i.e., forp<1_e-Yd

/
2

• Thus, for 
concentrations smaller than p = 1 - e-Yd

/
2

, <1>(0) given by 
Eq. (D1) does not exist. 

One may observe that for p = 1 Eq. (D2) leads to an 
exponential decay 

<I>(t) =exp (- 2te
Y

t!. t e-Jrtf) =exp(- canst •• t) , 
T J=l 

(D1S) 

which, inserted into Eq. (D1), gives a finite result. 
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