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The nonperturbative treatment of the pure dephasing problem studied by Osad’ko and Skinner and Hsu is reexamined. It is found that these treatments are inadequate for very low temperatures in the case of Ohmic friction. New nonperturbative methods are used to expose interesting pure dephasing behavior at very low temperatures in this case. The methods are shown to coincide with the previous theories at higher temperatures. The experimental detection of such phenomena is discussed.

I. INTRODUCTION

The relaxation of a two level system coupled to a quantum mechanical heat bath has been a topic of great interest in the past decade. One aspect of this subject is the thermal broadening of the zero-phonon line (ZPL), which is intimately connected to the “pure” dephasing of two quantum levels. Such dephasing arises from a system-bath (electron-phonon) coupling that is diagonal in the system states, leading to the decay of the off-diagonal element \( \sigma_{10}(t) \) of the reduced density matrix. The study of this problem was advanced by Osad’ko, who provided a nonperturbative expression for the decay of the off-diagonal element of the reduced density matrix for two quantum levels coupled quadratically and diagonally to a bath of quantum mechanical harmonic oscillators. Using a different approach, Skinner and Hsu were able to rederive the result of Osad’ko, and then used this result to interpret the experimentally obtained absorption zero-phonon line shapes for dilute impurities in crystals. Good agreement was found in various cases, including the dephasing induced by acoustic, optical, and pseudolocal phonons.

The derivations of Osad’ko and Skinner and Hsu are correct only in the asymptotic regime \( t \gg \tau_b \), where \( \tau_b \) is the relaxation time of the bath. As is well known, at low temperatures compared to the phonon frequencies, the bath takes on two distinct timescales. The first is the “mechanical” scale \( \hbar \omega \), where \( \omega_b \) is the upper cutoff frequency for the bath modes. This is the same timescale that governs the decay of bath correlations at high temperatures, and is usually on the order of 10–100 ps. The second time scale is the quantum-thermal scale \( \beta \hbar \), which may become significantly longer than the mechanical timescale at very low temperatures (\( T \approx 10 \) mK and lower). Since the theories of Osad’ko and Skinner and Hsu are exact only in the limit of times much greater than the larger of the two scales, interesting behavior may be missed at very low temperatures. At such temperatures, the quantum-thermal time scale is on the order of 10 ns or longer, and thus such behavior may be observable by modern spectroscopic techniques, e.g., photon echoes.

We thus wish to investigate the intermediate time effects at very low temperatures in the pure dephasing problem. In doing so, we will introduce a method distinct from that of Osad’ko and Skinner and Hsu that is valid for all times, while remaining formally exact (i.e., nonperturbative). This will allow us to probe the intermediate time regime for very low temperatures, and to assess the relevance of the results, if any, to experiments.

We focus on the case of the Ohmic bath. This is done for several reasons. First, the results for the Ohmic bath are the most interesting. Second, while the Ohmic case is often unrealistic for condensed phase optical dephasing experiments at low temperatures, we will argue that the effects uncovered here may indeed manifest themselves in a variety of experimental settings. From a theoretical point of view, little is known about the behavior of quadratic system-bath coupling in the Ohmic case.

While the pure dephasing problem is certainly much simpler than other related problems (e.g., the spin–boson problem), an exact solution could give insight into the nonlinear effect of an Ohmic bath in more demanding problems. Last, we wish to study the Ohmic case because it is a paradigm for the simulation of systems with an abundance of low frequency modes, such as liquids, proteins, and polymers. The methods we employ are flexible enough to treat any spectral distribution of bath modes. In the next section, we will study the case of linear electron-phonon coupling in some detail. In Sec. III, we will discuss some possible settings where these results may be relevant. In Sec. IV, we treat the quadratic electron–phonon coupling. In Sec. V, we conclude.

II. LINEAR ELECTRON-PHONON COUPLING

We begin with the Hamiltonian for a two level system coupled linearly to a bath of harmonic oscillators (\( \hbar = 1 \))

\[
H = \omega_0 |1\rangle \langle 1| + H_b + \Delta |1\rangle \langle 1|,
\]

where
\[ H_b = \sum_k \omega_k a_k^\dagger a_k, \]

\[ \Delta = \sum_k h_k (a_k^\dagger + a_k), \]

and \(|0\rangle, |1\rangle\) are the ground and excited states of the two level system, respectively. In general, such an interaction will not induce relaxation of the reduced density matrix elements, diagonal or off diagonal. However, if we choose the coupling constants to have an Ohmic distribution, i.e.,

\[ \lim_{\omega \to 0} J(\omega) \sim \omega, \]

where the spectral density \(J(\omega)\) is defined

\[ J(\omega) = \pi \sum_k h_k^2 \delta(\omega - \omega_k). \]

Then Skinner and Hsu (see also Duke and Mahan\(^{11}\)) found that the coherence variable of the two level system decays to zero exponentially with a pure dephasing rate proportional to temperature. We now proceed to solve this model exactly for zero temperature, and the bare frequency \(\omega_0\) into the renormalized frequency \(\bar{\omega}_0\). Using the spectral density \(J(\omega) = \alpha \omega e^{-\omega/\omega_0}\) we find, for low temperatures compared to the bath\(^{13}\) (i.e., \(\beta \omega_0 \gg 1\)),

\[ \sigma_{10}(t) = \exp \left[ -i \left( \bar{\omega}_0 t + \frac{2}{\pi} \int_0^\infty d\omega J(\omega) \frac{\sin \omega t}{\omega^2} \right) \right] \times \exp \left[ -\frac{2}{\pi} \left( \int_0^\infty d\omega \frac{J(\omega)}{\omega} \right) \right] (1 - \cos(\omega t) \coth(\beta \omega/2)), \]

where we have combined the polaron shift \((1/\pi)[\int_0^\infty d\omega J(\omega)/\omega]\) and the bare frequency \(\omega_0\) into the renormalized frequency \(\bar{\omega}_0\). Therefore, we find that the coherence variable decays with the power law

\[ |\sigma_{10}(t)| \sim (\omega_0 t)^{-2\alpha/\pi}. \]

At zero temperature, after an initial short lived Gaussian decay, the decay of the coherence variable is seen to be algebraic for all times. Thus, pure dephasing may indeed occur at zero temperature, and the low and zero temperature line shapes will show marked deviations from the usual Lorentzian behavior. For \(\beta \omega_0 \gg 1\) the line shapes will not be Lorentzian in the wings due to the algebraic decay at short times. At zero temperature, neglecting the line shift, the line shape function may be expressed

\[ I(\omega) \sim \int_{-\infty}^{\infty} dt e^{i\omega t} \frac{1}{(1 + \omega_0^2 t^2)^{\frac{\alpha}{2}}} = \frac{2 \sqrt{\pi}}{\omega_c \Gamma(\alpha)} \left( \frac{|\omega|}{\omega_c} \right)^{\alpha - 1/2} K_{\alpha - 1/2} \left( \frac{|\omega|}{\omega_c} \right), \]

where \(K_\alpha\) is a modified Bessel function. Note here that the line shape shows a singularity at \(\omega = 0\) for \(\alpha \leq 1/2\) and a singularity in its derivative at \(\omega = 0\) for \(\alpha > 1/2\). We may conclude, perhaps somewhat imprecisely, that the anomalous dephasing results from an abundance of low frequency modes which are ‘active’ at arbitrarily low temperatures.

We wish to emphasize that pure dephasing at zero temperature is not expected for super-Ohmic baths. Note, how-
ever, that algebraic decay may also occur for super-Ohmic spectral densities. Consider the spectral density

$$J(\omega) = \alpha \omega^2 e^{-\omega/\omega_c}.$$  

For high temperatures compared to the bath, \(\coth(\beta \omega/2) \approx 2/\beta \omega\), and thus

$$\int_0^\infty J(\omega) \cos(\omega t) \coth(\beta \omega/2) = \frac{\alpha}{\beta} \ln(1 + \omega_c^2 t^2).$$

This gives rise to a coherence decay at high temperatures

$$\sigma_{10}(t) = \frac{1}{(1 + \omega_c^2 t^2)^{2\alpha/\pi \beta}},$$

which is similar to that of an Ohmic bath at zero temperature. This quadratic spectral density could represent, for example, a two dimensional system (surface) with deformation potential coupling.

These results are essentially the same as those found by Wu, Brown, and Lindenberg \(^{14}\) for a similar model proposed to study quantum tunneling in excimeric molecular crystals. Our results, however, are analytically exact, and interpolate smoothly between the various decay regimes, while the work of Wu, Brown, and Lindenberg relies on numerical integration and interpolation. The result is also similar to that obtained by Duke and Mahan \(^{11}\) in their study of the phonon induced broadening of line shapes in crystals. Similar results are also discussed by Mahan in his work on x-ray spectra in metals. \(^{15}\) In light of these results, the above may not seem surprising, although within the chemical physics community, the fact that “pure dephasing” may occur at zero temperature in special circumstances seems to be somewhat unappreciated.

III. EXPERIMENTAL RELEVANCE

Before generalizing the above results to the case of quadratic electron–phonon coupling, we would like to discuss the experimental detection of the phenomena discussed above.

We have treated an idealized Hamiltonian with a system-bath coupling incapable of causing transitions between the two states of the system. We thus focus on only one aspect of the relaxation process (pure phase relaxation). In general, optical experiments can probe either population decay rates (\(\cdot \cdot T_1 \cdot \cdot \)) processes probed, for instance, by a three pulse echo experiment) or phase relaxation (\(\cdot \cdot T_2 \cdot \cdot \)) processes probed by a two pulse echo experiment). The \(T_2\) process will have contributions from both population relaxation induced by perturbations off diagonal in the system states, and pure phase relaxation, induced by diagonal perturbations. \(^{16}\) Only in the weak coupling limit are such processes independent, \(^{16,17}\) giving rise to phase relaxation comprised of noninterfering contributions from population decay and pure dephasing. Thus, our results require that the strength of the diagonal coupling be much stronger than that of the off-diagonal coupling. In this way, we may hope to treat the \(T_1\) processes to lowest order, while treating the pure dephasing nonperturbatively and thus ignore the interference between the two types of relaxation. Ideal experimental situations would choose systems with long excited state lifetimes and weak nonadiabatic coupling, etc., so that \(T_1\) effects are kept as small as possible. Since the pure dephasing contribution does not extrapolate to zero at zero temperatures, the \(T_2\) process will not reach a lifetime limited value. Such effects may indeed by noticeable at very low temperatures. Last, parameters such as \(\omega_c\) and \(\alpha\) must take on values appropriate for experimental detection. By this, we mean that these parameters must conspire to maintain a decay slow enough to be observable in the time window of \(\sim 1\) ps to \(\sim 1\) \(\mu\)s.

The interesting aspect of the pure dephasing behavior occurs in the time interval \(1/\omega_c < t < \beta \hbar\). This time domain will be accessible experimentally for \(T < 10\) mK. Such temperatures are indeed experimentally reachable, but factors such as inhomogeneous heating effects make these experiments somewhat difficult to perform.\(^{18}\)

Last, we would like to briefly sketch some condensed phase systems for which the Ohmic constraint (2) is valid. The first is the case studied by Duke and Mahan,\(^{11}\) namely dilute impurity spectra in a piezoelectric crystal. Certain semiconductors such as CdS have the property that an electric field is produced when the crystal is squeezed, and vice versa. This gives rise to an electron–phonon coupling that is proportional to the amplitude of the phonon field. This amplitude dependent coupling, combined with the density of states for Debye (long wavelength) phonons, gives rise to an Ohmic-type coupling.\(^{19}\) Thus, an electronic transition at an impurity site in a piezoelectric crystal may be crudely described by the Hamiltonian (1) combined with the constraint (2). One difficulty in this description may be screening effects due to other electrons, which might wash out the algebraic behavior given in Eq. (9). However, it may be possible that a very low temperature echo experiment probing an optical transition at an impurity site in a piezoelectric crystal may indeed expose such interesting behavior.

Another situation that naturally gives rise to the Ohmic constraint (2) is the relaxation of tunneling systems in metallic glasses at low temperatures.\(^{20}\) Here the Ohmic friction arises from the excitation of electron-hole pairs near the Fermi surface. Consider the standard spin–boson problem,

$$H_{SB} = \left(\Delta_0/2\right) \sigma_z - \left(\epsilon_0/2\right) \sigma_x + \sum_k \omega_k a_k^\dagger a_k$$

$$+ \sum_k h_k (a_k^\dagger + a_k) \sigma_z,$$

which is thought to govern the dynamics of tunneling systems at low temperatures in glasses (metallic as well as insulating). For the case of a metallic glass, the bosonic bath excitations are electron-hole pairs, giving rise to an Ohmic spectral density.\(^{20,21}\) We may diagonalize the spin portion of Eq. (10) simply, leaving

$$\tilde{H}_{SB} = (E/2) \sigma_z + \left(\Delta_0/E\right) \sigma_x + \left(\epsilon_0/E\right) \sigma_z$$

$$\times \sum_k h_k (a_k^\dagger + a_k),$$

\(^{(11)}\)
where
\[ E = \sqrt{\Delta_0^2 + \varepsilon_0^2}. \]
In general, the parameters \( \Delta_0 \) and \( \varepsilon_0 \) have a distribution of values. Tunneling is observed at very low temperatures only for the few tunneling systems for which the effects of the bias are weak. In such cases, due to the large density of states of the electron-hole pairs at the Fermi level in metallic glasses, the \( T_1 \) rate is often so large that all phase coherence is lost before an echo can be produced.\(^{20}\) It may be possible, however, to ‘‘tune’’ the bias, so that the diagonal coupling is stronger than the nondiagonal coupling. Such a bias may be produced by a static external field. In fact, this possibility has been proposed as a way of initially preparing localized tunneling states.\(^{22}\) If \( \Delta_0/E \) is small enough, \( T_1 \) processes may be suppressed, and we may hope to see the effect of the algebraic loss of phase coherence. Even with the suppression of tunneling, however, the large cutoff energy of the bath, and the large diagonal coupling strength would make observation of this effect difficult.\(^{20}\) In any event, the search for such behavior is worthwhile since it would reveal dramatic behavior induced by Ohmic coupling.

Ohmic-type dephasing may also occur in confined geometries, or in special cases where coupling to the strain field is much stronger in one direction than the others. Recently, Kikas et al.\(^{23}\) have proposed a novel explanation of some anomalous impurity spectra in low temperature insulating glasses. They have noticed that the low temperature spectral holes for chlorine dopant photoproduction states in several different glasses show a peculiar, non-Lorentzian shape. They explain this by postulating that a local defect (‘‘planar crack’’) caused by dopant phototransformation, induces quasi-one dimensional electron–phonon coupling. This behavior is essentially given by the Ohmic model outlined in Sec. II. There are some problems with the explanation of Kikas et al. The first is their use of a zero temperature calculation to explain the product spectra at 5 K. There is also no direct evidence for the ‘‘crack’’ formation. Thus, while the work of Kikas et al. would provide an interesting example of Ohmic dephasing, the evidence is not convincing enough at this time to draw any firm conclusions.

### IV. QUADRATIC ELECTRON-PHONON COUPLING

We now turn to a study of the effect of quadratic electron–phonon coupling on pure dephasing when an abundance of low frequency modes of the bath are present. Again, we use the Ohmic bath as a model. We will use the Hamiltonian studied by Skinner and Hsu\(^3\) (again setting \( \hbar = 1 \))
\[
H = \omega_0 |1\rangle \langle 1| + H_b + \Delta |1\rangle \langle 1|, \tag{12}
\]
with
\[
H_b = \sum_k \omega_k a_k^\dagger a_k,
\]
\[
\Delta = \frac{W}{2} \phi^2.
\]
and
\[
\phi = \sum_k h_k (a_k^\dagger + a_k).
\]
We note that the linear electron–phonon term has been neglected, and a particular form of the quadratic term has been used. Neither of these assumptions are necessary. We neglect the linear term simply to focus on the nonlinear effect. As we will see, this term could easily be included in our study. The form of the coupling is chosen to make contact with the work of Skinner and Hsu. In fact, we will show that our method is somewhat better adapted than the method of Skinner and Hsu for treating more general quadratic electron–phonon coupling terms.\(^{24}\)

There have been two previous nonperturbative theories of the pure dephasing of a two level system coupled quadratically to a bath of harmonic oscillators. Osad‘ko\(^4\) used an integral equation approach to find a nonperturbative expression for the off diagonal reduced density matrix element in the limit \( t \to \infty \). Skinner and Hsu found the expression\(^3\)
\[
\sigma_{10}(t) = \sigma_{10}(0) \exp (-i \omega_0 t) \langle F(t) \rangle, \tag{13}
\]
where
\[
\langle F(t) \rangle = \left\langle \exp \left[ -i \int_0^t d\tau \Delta(\tau) \right] \right\rangle.
\]
\( \Delta(t) \) is the Heisenberg expression for the operator \( \Delta \). \( T \) is the time ordering operator, and the brackets represent a thermal average over phonon states. Skinner and Hsu evaluate \( \langle F(t) \rangle \) by means of a cumulant expansion. Unlike the linear case, all cumulants contribute in general. In the limit \( t \gg \tau_c \), where \( \tau_c \) is the characteristic decay time of bath correlations, all cumulants are proportional to time, giving rise to exponential decay of the coherence variable. The resulting dephasing rate is obtained by exactly resuming all the cumulants in this limit. The methods of Osad‘ko and of Skinner give identical results.

We recall that, in general, there are two correlation times for the bath at low temperatures. The methods of Osad‘ko and Skinner and Hsu are valid only in the time regime \( t \gg \max(1/\omega_c, \beta \hbar) \) and thus say nothing about the potentially interesting regime between the mechanical and thermal correlation times. In fact, in the case of linear electron–phonon coupling, these methods are incorrect in predicting that the pure dephasing vanishes as the temperature approaches zero for the Ohmic density of states. It would be interesting to see if similar effects exist when the system-bath coupling is quadratic in the bath coordinates. We thus would like to have a method that reproduces the Osad‘ko and Skinner and Hsu results when they are valid, while properly describing the pure dephasing at very low temperatures.

Our method is based on a powerful but somewhat unappreciated many body technique introduced by Balian and Brezin as a means to generalize Wick’s theorem.\(^{25}\) This method is useful for evaluating the thermal average of exponential quadratic phonon operators. The method has been used, for example, by Friesner et al.\(^{26}\) in their study of mul-
timode resonance Raman line shapes. The details of the procedure are outlined in Refs. 26 and 27. We begin with the expression for $\langle F(t) \rangle$ in the form

$$\langle F(t) \rangle = \text{Tr} \left[ \rho_b \exp(i H_b t) \exp(-i(H_b + \Delta)t) \right],$$

(14)

where $\rho_b$ is the equilibrium phonon density matrix given in Eq. (4). It is the function $\langle F(t) \rangle$ which governs the pure dephasing in Eq. (13). Instead of casting this thermal average as a time ordered integral, and calculating the resulting cumulant series, we recast the thermal average as a matrix determinant, thereby effectively summing all cumulants for all times. The basics of the method of Balian and Brezin are as follows. Any exponential quadratic operator of creation and annihilation operators is first put in the form $\mathcal{S} = \exp \left( \frac{i}{2} \mathbf{a} \mathbf{S} \mathbf{a}^\dagger \right)$, where $\mathbf{a}$ is a $2N$ dimensional vector of boson creation and annihilation operators $\mathbf{a} = (a_1, ..., a_N, a_1^\dagger, ..., a_N^\dagger)$, and $\mathbf{S}$ is a symmetric matrix. Such an operator is represented by the matrix

$$[\mathcal{S}] = \exp \mathbf{\tau} \mathbf{S},$$

(15)

with

$$\mathbf{\tau} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \tag{16}$$

Here $\mathbf{0}$ is the $N \times N$ null matrix, and $\mathbf{I}$ is the $N \times N$ unit matrix. Any product of exponential quadratic operators $\mathcal{S}_1 \mathcal{S}_2$ is represented by the matrix $[\mathcal{S}_1][\mathcal{S}_2]$. It is then possible to show (see Refs. 26 and 27 for details) that the trace of $\mathcal{S}$ can be written

$$\text{Tr} \mathcal{S} = \left( (-1)^N \det([\mathcal{S}]-1) \right)^{-1/2}. \tag{17}$$

With this technology, the dephasing function $\langle F(t) \rangle$ can be expressed

$$\langle F(t) \rangle = \left( \frac{\det([\rho][\theta_1][\theta_2]-1)}{\det([\rho]-1)} \right)^{-1/2}, \tag{18}$$

where $[\theta_1]$ is the matrix representation of the operator $\exp(i H_j/\hbar)$, $[\theta_2]$ is the matrix representation of the operator $\exp(-i(H_b + \Delta)t)$, and $[\rho]$ is matrix the representation of the density operator.

The method just described is an alternate nonperturbative approach to the quadratic pure dephasing problem. There are two advantages of this method. First, it is valid for all times, and not just in the asymptotic regime (as are the methods of Osad'ko and Skinner and Hsu). Second, the factorized initial conditions (3) need not be used. This second point is generally irrelevant in the time regime for which the method of Skinner and Hsu is valid. However, it may be of extreme importance at short times. The disadvantage of the method is that it requires the input of a finite number of bath modes, which means that the bath never reaches equilibrium, causing phase recurrences.\(^{23,5}\) Thus, we must test the domain of validity by varying the number of modes in the bath, and comparing the results to the previous nonperturbative theory.

We choose an Ohmic bath by selecting frequencies from a flat distribution of values in the interval $(0, \omega_c)$, and choosing coupling constants\(^5\)

\[ h_k = \sqrt{\frac{\omega_k}{2N}}. \]

Note that the high frequency cutoff function is now taken to have a sharp step function form. This will only have consequences in the inaccessible time regime $t \sim 1/\omega_c$. Our choice of the normalization for the coupling constants requires that $-1 \leq W \leq \infty$. Negative values of $W$ correspond to the case for which “soft modes” are present.

We first test the new method by comparing the results with the nonperturbative result of Skinner and Hsu. In their treatment, the asymptotic decay of the coherence variable is given by $|\sigma_{10}(t)| = \exp[-(1/T_2)t]$, where\(^{2,3,5}\)

$$1 \quad T_2 = \int_0^\infty \frac{d\omega}{4\pi} \ln \left[ 1 + \frac{4n(\omega)(n(\omega) + 1)W^2J(\omega)^2}{(1 - W \Omega(\omega))^2 + W^2J(\omega)^2} \right]. \tag{19}$$

$$\Omega(\omega) = \frac{2}{\pi} \int_0^\infty dv J(v) P \left( \frac{1}{\omega^2 - v^2} \right). \tag{20}$$

$J(\omega)$ was defined in Eq. (2), and $P$ stands for Cauchy principle part. For this calculation, $J(\omega)$ takes the form $J(\omega) = (\pi/2 \omega_c)\omega$ for $0 < \omega < \omega_c$ and is zero for all other values of $\omega$.

Figure 1 shows the plot of the ln $|\sigma_{10}(t)|$ vs time for $W=0.3$, $\beta=0.1$, and $\omega_c=95$. Time is measured in units where $\hbar=1$. The new method is seen to be in excellent agreement with the result of Skinner and Hsu for time intervals that depend on the number of bath modes employed. After a certain time, recurrence of phase destroys the apparent thermodynamic behavior. Figure 2 shows one such large scale recurrence. For all temperatures $\beta \omega_c \leq 10$, the results of Skinner and Hsu were confirmed. In this temperature range, for any coupling

strength, the timescale for nonexponential behavior is very short $t_{\text{nonexp}} \sim C(1/\omega_c)$. After such short transients, exponential decay of the coherence variable results with a rate described by Eq. (17). Thus in this temperature regime, the result of Skinner and Hsu is valid. Figure 3 shows the excellent agreement between the matrix technique and the method of Skinner and Hsu for a variety of temperatures and coupling strengths. It is interesting to note that the appearance of the logarithmic term in Eq. (19) is not accidental. Its origin can be traced to the matrix expression (17), written in the form

$$\langle s \rangle \approx \exp \left[ -\frac{i}{4} \sum_k \ln(1 - \lambda_k) \right],$$

where $\{\lambda_k\}$ are the eigenvalues of the exponential quadratic operator. In the limit of a continuous bath spectrum and asymptotically long times the eigenvalues of the matrix product in Eq. (18) are related to the argument of the logarithmic term in Eq. (19).

For $\beta\omega_c \gg 1$ we may expect the methods of Osad’ko and Skinner and Hsu to break down, as they do in the linear coupling case. This is indeed the case. An example of this behavior is shown in Fig. 4. Here, 50 modes were used to simulate the bath, which is a sufficient number to produce accurate results in the time interval studied. The figure shows the results of a simulation with $W = -1$ and $\beta\omega_c = 665$. For times $t \gg 1/\omega_c$ the decay of the coherence variable is nonexponential. The behavior is qualitatively similar to the algebraic behavior in the linear case [Eq. (9)]. This behavior becomes more pronounced as the temperature is lowered, and the interval $1/\omega_c < t < \beta\hbar$ becomes larger. Note that the deviation from exponential behavior is weaker for quadratic as opposed to linear electron–phonon coupling. This behavior is more pronounced for negative values of $W$. However, in many glassy and crystalline environments “soft modes” are prevalent, thus giving hope that the nonexponential decay of the coherence variable may be detectable at very low temperatures, perhaps in one of the settings described in Sec. III. The reason for the qualitative differences in the dephasing behavior between positive and negative values of the coupling $W$ is unclear. It must be noted that the simulations are difficult to perform at low temperatures due to the fact that the timescale $\beta\hbar$ becomes long and more bath modes must be employed to achieve accurate results. However, as the (accurate) simulation results displayed in Fig. 4 show, the signature of the temperature independent nonexponential decay is clear. This leads one to expect such decay persists for arbitrarily low temperatures.

As briefly mentioned before, similarities exist between
the results of Sec. II, and Mahan’s work on the x-ray spectra of metals. It is also interesting to note the similarity between our method for treating the quadratic dephasing problem based on the field theoretic method of Balian and Brezin, and the matrix method of Combescot and Nozieres, which provides an exact solution to the Mahan, Nozieres, and DeDominicis (MND) theory of the x-ray spectra of metals. In this method, the “corehole” Green’s function (analogous to \( \langle F(t) \rangle \)) is calculated by a matrix method that employs a finite number of conduction electrons to simulate thermodynamic behavior.

To conclude this section, we note that our method can easily handle any type of quadratic system-bath coupling [through the input of the matrix \([\theta_2]\) in Eq. (18)] and any quadratic initial condition. Last, the addition of an extra linear term in the bath portion of the system-bath coupling may be handled in a manner discussed by Friesner et al.

V. CONCLUSION

We briefly recap what has been accomplished in this paper. We have shown that, in certain cases, the nonperturbative methods of Osad’ko and Skinner and Hsu fail to describe the behavior of the pure dephasing of a two level system. These anomalies occur at very low temperatures when the heat bath has an abundance of low frequency modes, as in the Ohmic case. We have developed exact methods capable of handling the low temperature dynamics for all times. Such dynamics may show marked deviations from the expected exponential behavior for experimentally accessible times. The detection of this behavior has also been discussed. It is hoped that some aspects of this behavior may be uncovered in future experiments.
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