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#### Abstract

When more than one processor is available to run a program, we can decrease the total computation time by running certain jobs in parallel. Given a set of jobs and their interdependencies, the general problem is to minimize the total computation time by correctly scheduling these jobs on processors. In all but a few cases this problem is NP-complete. We develop polynomial-time heuristic algorithms to approximate the optimal solution within a certain factor. We suggest several such algorithms here involving mintime priority functions.


## 1 Introduction

Given a multiprocessor system, it is often possible to schedule a program to run in less time than it would run on a single processor. In a simple case, if a program is divided into two roughly equal independent halves then each half could be executed on one processor and the results from each half could then be combined at the end if necessary. This would divide the computing time by two. When more processors are available, more improvements are possible; thus, given a program and a multiprocessor computer, the problem is to schedule the program so that it finishes as quickly as possible.

Unlike in the example above, however, many large programs have a huge number of interconnected parts, some computers have large networks of processors, and in general it is never that simple. In fact, the instances of this problem that are most important to real life and have the most applications are NP-complete.

Many polynomial time heuristic algorithms have been developed to approximate the optimal solution to the general scheduling problem. Once an estimate is made, it is very important to know how good an approximation it is for a general case. It is desirable for the length of the schedule obtained to be within a certain (constant) factor of the length of the optimal solution. If $\omega$ is the running time of the schedule found by an algorithm, $\omega_{0}$ is the optimal running time of the program, and $\frac{\omega}{\omega_{0}} \leq k$ for all possible inputs, then $k$ is an approximation ratio of the algorithm (we can also call this a $k$ approximation algorithm). If there exists a case in which $\frac{\omega}{\omega_{0}}=k$, this bound is tight.

### 1.1 Problem Statement

A program is separated into a series of jobs, which may be divided among the processors and which also have a set of precedence constraints: output from one job may be needed for another, so the receiving job must wait for the first job to finish. These constraints
are represented by a directed acyclic graph (DAG) in which vertices are jobs and edges are directed from one job to any others which require information following its completion. Lengths of time are measured in computational cycles unless otherwise stated.

Each job $v_{i}$ has associated characteristics. $p_{i}$ is the length or execution time of $v_{i}$. $\operatorname{delay}\left(v_{i}, v_{j}\right)$ is the time delay necessary between the completion of job $v_{i}$ for information to be sent to job $v_{j}$. This accounts for pipelining in the program, in which one processor is able to implement parallel processing within itself. After the first job of a pipelined series finishes, a second part of the processor may finish the series while the part necessary to begin a new job is free. Information from the completion of $v_{i}$ may only be used after all separate computations in $v_{i}$ have been completed. If $v_{j}$ requires information from $v_{i}$ in order to be run, then $v_{i}$ is a predecessor or parent of $v_{j}$, and $v_{j}$ is a child of job $v_{i}$. These terms are taken from the graph-theoretical representation of the job priorities.

The set of processors, numbered $1,2, \ldots, m$, has an associated set of communication delays $\operatorname{com}(i, j)$, the amount of time necessary to transfer information from a completed job on processor $i$ to processor $j$. In an actual set of processors information does not transfer instantaneously but must be passed along some channel connecting the processors, so usually $\operatorname{com}(i, j)>0$.

There is a standard representation given to general scheduling problems. In problem $\alpha|\beta| \gamma, \alpha$ represents the setup of the processors (generally, $P_{m}$ is used to represent $m$ identical parallel processors and in some cases $m=\infty$ ), $\beta$ gives a list of constraints (e.g. precedence constraints, delays, etc.), and $\gamma$ is the variable to be optimized. In our applications, $\gamma$ is $C_{\max }$, or the makespan (total running time) of the program.

## 2 Related Works

In many cases, $p_{i}$ is taken to be 1 for all $i$. This schedules jobs on the most basic level, as it is impossible for a job to take less than one cycle of computing time. Another assumption made in this field at large, although generally less accurate, is that the processors form a complete network with uniform communication delays. Algorithms may be viable for a wider variety of situations than this, and may possibly work more efficiently, but the maximum communication delay must be taken into account when obtaining a bound on the approximation ratio of the algorithm (e.g. [6]). Thus the best obtainable bound on the performance of an algorithm generally assumes a complete network of processors. The formal problem statement for this situation is $P_{m} \mid$ prec., $p_{i}=1, \operatorname{com}(i, j)=\rho \mid C_{\max }{ }^{1}$. Heuristics (strategies to quickly approximate solutions to more difficult problems) generally perform better for small communication delays (i.e. $\operatorname{com}(i, j) \approx p_{i}$ ) than for larger communication delays.

There is no known constant factor $k$ approximation algorithm (i.e., $k$ does not depend on any parameter of the specific program to be scheduled) for the general problem mentioned above, but many specific cases have been shown to have constant approximation factors. When the precedence graph is constrained to an inforest or outforest there are constant bounds, and better bounds are possible when $p_{i}=1$. Bounded communication delays result in better approximation factors, and when there are no communication delays there are algorithms with approximation factors less than 2 .

One general problem in this area which has been shown to not be NP-complete is $P_{m} \mid$ prec. $=$ tree $, p_{i}=1, \operatorname{com}(i, j) \leq \rho($ constant $) \mid C_{\max }$, as Karger, 2001 [8] solves it in polynomial time. Generalizing the above problem further results in an NP-complete problem.

A more specific problem that has been studied in depth is $P_{3} \mid$ prec. $\mid C_{\text {max }}$, in which there

[^0]are no communication delays. Various $\frac{4}{3}$ approximation algorithms have been obtained for this problem, including those mentioned in Lam, 1977 [2]. This paper generalized for the Coffman-Graham algorithm on $P_{m} \mid$ prec. $\mid C_{\max }$ It has also been shown that any list-scheduling algorithm for this problem has an approximation factor of at most $\frac{5}{3}$ ([2]). This problem is NP-complete, but for decades it has not been known whether $P_{3} \mid$ prec., $p_{i}=1 \mid C_{\max }$ is NP-complete. The best known approximation factor is the one mentioned above.

A commonly used model for heuristics is list-scheduling, in which each job is scheduled as soon as possible in an empty time slot. If more than one job is available, the job with the highest priority is chosen first. One example of a priority function is the height of a job, or the longest path in the precedence graph to a job with no children. Jobs with longer paths get to start earlier: this decreases a lower bound on the time remaining at each step of the schedule.

## 3 Approximations Using mintime

### 3.1 Simple mintime

The mintime function (mintime definitions come from Mirrokni, 2002[7]) is an attempt to gain a close approximation of the minimum time remaining after a certain job is executed for all of its descendants to be executed. It is at least as good an approximation as the height of a job, and in many cases is closer to the actual minimum execution time (both the height and mintime are at most the optimal execution time). This will be used as a priority function in list-scheduling for the general problem $P_{m} \mid$ prec., $p_{i}$, delay $\left(v_{i}, v_{j}\right), \operatorname{com}(i, j) \mid C_{\text {max }}$.

For each job $v$ (of length $p_{v}$ ) with children $v_{1}, v_{2}, \ldots, v_{k}$ in decreasing order of $\operatorname{delay}\left(v, v_{i}\right)+$ $\operatorname{mintime}\left(v_{i}\right)$, mintime $(v)$ is computed as follows:

- If $v$ has no children then $\operatorname{mintime}(v)=p_{v}$
- Otherwise, let $c_{1}, c_{2}, \ldots, c_{m}$ be the communication delays to all other processors ${ }^{2}$. Repeat the following for $i=1,2, \ldots, k$ :

1. Find $t$ such that $c_{t}$ is minimum.
2. Set $O_{i}=p_{v}+\operatorname{delay}\left(v, v_{i}\right)+c_{t}+\operatorname{mintime}\left(v_{i}\right)$.
3. Increase $c_{t}$ by $p_{i}$.

- $\operatorname{mintime}(v)=\max _{i} O_{i}$

Within this function mintime is used as a priority: jobs that will take the longest to finish after $v$ will be scheduled with the greatest precedence. A drawback to this mintime is that it assumes all processors are free beginning from the completion of job $v$, as are all descendants of the job. A simple example to show a fault in this is the three-job program with two of the jobs as parents of the third. The first two jobs will be scheduled on different processors, say 1 and 2 , at the same time and their child will have to wait for $\operatorname{com}(1,2)$ before it can be scheduled. In the case of intree precedence constraints (i.e. each job has at most one child) and $\rho=1$, this simple algorithm has an additive error of $\left\lceil\frac{m-2}{2}\right\rceil$ (Varvarigou, 1996[4]).

When mintime list-scheduling is applied to $P_{3} \mid$ prec. $\mid C_{\max }$ the performance seems to rival that of some $\frac{4}{3}$ approximation algorithms. The example presented in Lam, 1977 [2] to prove the tightness of the $\frac{4}{3}$ bound for the Coffman-Graham algorithm is scheduled optimally by the mintime algorithm. No programs with $p_{i}=1$ for all $v_{i}$ have yet been found to give non-optimal solutions to this problem, but no bound better than $\frac{5}{3}$ has yet been proved.

### 3.2 Simple Bound

Any list-scheduling algorithm for the problem $P_{\infty} \mid$ prec., $p_{i}=1, \operatorname{com}(i, j)=\rho \mid C_{m a x}^{3}$ has an approximation ratio of at most $\rho+1$. This is obtained if after each job the next job is

[^1]

Figure 1: Schedule of jobs which leads to $\rho+1$ approximation
scheduled as soon as possible but on a different processor. The intuitive view of this is that putting $\rho$ empty cycles after each job allows all jobs to be scheduled without any further delays. This bound is tight for this simple mintime function.

To prove the tightness of the bound ${ }^{4}$, take a precedence graph shown in Figure 1: an outtree (i.e. each job has at most one parent) with one root node (job) and $\rho+1$ linear branches of $x$ nodes each with $x \gg \rho$. If the root node is scheduled on the first processor, the next $\rho$ jobs, children of the root, will be scheduled in the next $\rho$ time slots. The final child of the first job will also be scheduled on this processor: although there has been a $\rho$ delay so that it could be scheduled anywhere, the order in which processors are checked would result in this placement. Similarly, if the branches were checked in a particular order this pattern would repeat and eventually all jobs would be scheduled on a single processor. The optimal schedule puts one branch on each processor, beginning each as soon as possible. The running time of the mintime approximation is $(\rho+1) x+1$ while the optimal running

[^2]time is $1+\rho+x$, giving a ratio of $\frac{(\rho+1) x+1}{1+\rho+x} \rightarrow \rho+1$ as $x \rightarrow \infty$.

### 3.3 Improved mintime and More Time Bounds

In order to improve the mintime bound, the existing state of scheduled jobs must be considered. The function mintime $(v, p)$ is a better estimate on the minimum execution time of an available job on a certain processor $p$ given the current set of scheduled jobs. This involves trying all possible schedules of children of $v$ and determining which yields the fastest execution time. It is much more computationally intensive than the simple mintime, but still runs in polynomial time if the number of children of each job and the number of processors are constant. By running this process in reverse it is possible to obtain the earliest possible time a certain job may be run, or its availability time, $\operatorname{avtime}(v, p)$.

To calculate $\operatorname{mintime}(v, q)$ (processor number $p$ has been replaced with $q$ for clarity):

- If $v$ is a leaf, then for all $q$, $\operatorname{mintime}(v, q)=p_{v}$.
- Otherwise, consider every possible case of assignments of children of $v$ to processors. For each assignment:

1. For each processor $r$, let $v_{1}, v_{2}, \ldots$ be the children of $v$ assigned to $r$.
2. Schedule these jobs such that (for $t_{i}$ the starting time of job $\left.v_{i}\right) \max _{i}\left(t_{i}+\operatorname{mintime}\left(v_{i}, r\right)\right)$ is minimum, and let this minimum number be $O_{r}$.
3. Let the value of this assignment be max $_{\text {all processors } r}\left(O_{r}\right)$.

- mintime $(v, q)$ is the minimum value of any assignment.

In order for the running time to be polynomial, the number of possible assignments must be limited. If the number of children of any node and the number of processors are bounded by constants then the running time is polynomial. Otherwise, it is be non-polynomial in these numbers.

To incorporate these functions into a heuristic algorithm, we first define convenience. A job $v$ is convenient for a processor $q$, given the existing state of the program, if avtime $(v, q)+$ $\operatorname{mintime}(v, q)$ is the minimum over all processors. The scheduling algorithm is slightly modified from list-scheduling, as the priority function changes as the algorithm proceeds. This second heuristic follows:

- Update avtime for all available jobs.
- For each processor $q$, take the set of jobs convenient for $q$ : from this set, schedule the job $v$ with the greatest mintime $(v, q)$ at $\operatorname{avtime}(v, q)$ on processor $q$.

This algorithm takes into account more situations than the original mintime-based listscheduling algorithm, but the most basic case of one job with two predecessors is scheduled "badly" (as it was with the first mintime definition) when large communication delays are present. These algorithms neglect the fact that although one processor may allow for earlier execution time, it may be better to wait until later for a more convenient processor to become available. To this end, we define estimate $(v, q)$ for an available job by the following:

1. Assign job $v$ to processor $q$ at the earliest time possible.
2. Compute the availability time for all instructions.
3. For all instructions $u$, let value $(u)$ be $\min _{\text {all processors } p} \operatorname{avtime}(u, p)+\operatorname{mintime}(u, p)$.
4. $\operatorname{estimate}(v, q)=\max _{\text {all jobs } u}$ value $(u)$.

Redefine convenience so that a job $v$ is convenient for a processor $q$ if $\operatorname{avtime}(v, q)+$ estimate $(v, q)$ is minimum over all processors. The scheduling algorithm is the same as the one mentioned above, except now estimate has replaced mintime.

## 4 Partitioning the Program

We now try to obtain a constant factor $k$ approximation algorithm for the general scheduling problem. Let the precedence graph of a program be $G$. Define $G_{\rho}$ to be the set of jobs in $G$ which have avtime at most $\rho$. Recursively, schedule the graph $G$ as follows

1. Schedule $G_{\rho}$ using a good approximation, for example the algorithm involving estimate above.
2. After the completion of the last job in $G_{\rho}$ leave all of the next $\rho$ time slots empty.
3. Schedule $G / G_{\rho}$.

This adds many empty cycles to the program, but communication delays are less important within each $G_{\rho}$. Jobs each have avtime at most $\rho$, and so will be scheduled in approximately $\rho$ time, faster than it would take for two processors to communicate. It is in general much easier to schedule short programs quickly (running times of both the scheduling algorithm and the final program should be fast) than long programs.

If each $G_{\rho}$ were able to be scheduled in at most $\alpha \frac{\left|G_{\rho}\right|}{m}+\beta \rho+\gamma h\left(G_{\rho}\right)$ (where $h(G)$ is the height of a graph $G$ ) then an $\alpha+\beta+\gamma+1$ approximation factor is obtainable for this algorithm. If $\alpha, \beta$, and $\gamma$ are constants then this would lead to a constant factor approximation of the general scheduling problem. Let $k$ be the maximum number of separate $G_{\rho}$ segments, so $\left\lceil\frac{h(G)}{\rho}\right\rceil \leq k \leq \frac{h(G)}{\rho}+1$ and $k \rho \leq h(G)+\rho$ since there are at least $\rho$ jobs per $G_{\rho}$. Adding up these approximation factors over all $G_{\rho}$, the final result is that
total running time $=\omega \leq \alpha \frac{|G|}{m}+k \beta \rho+\gamma h(G)+(k-1) \rho \leq$

$$
\alpha \frac{|G|}{m}+(\gamma+\beta+1) h(G)+\beta \rho \leq(\alpha+\beta+\gamma+1) \omega_{0}+\beta \rho
$$

(where $\omega_{0}$ is the optimal running time) and the $\beta \rho$ term becomes negligible as $\omega_{0}$ becomes large.

If all jobs in $G_{\rho}$ form an inforest (i.e. a group of intrees), then $\alpha=1, \beta=0$, and $\gamma=1$ because all jobs may be divided evenly among the processors (each intree in the inforest is scheduled on one processor) and a set of jobs of at most length $h\left(G_{\rho}\right)$ may be scheduled after the rest of the jobs are finished. This leads to a 3 approximation algorithm.

## 5 Conclusions and Future Work

The mintime $(v)$ list-scheduling algorithm is an attempt for a good approximation on a general system of processors. It was improved upon by instead calculating mintime $(v, p)$, $\operatorname{avtime}(v, p)$, and finally estimate $(v, p)$ to gain more intelligent approximations of the optimal solution. Future work will include finding bounds on the improved mintime heuristics, first in the specific case of $P_{3} \mid$ prec. $\mid C_{\max }$.

By partitioning the program into sets of $G_{\rho}$ which run in relatively short amounts of time, it is possible to obtain a good approximation algorithm after only calculating a bound for a set of jobs with small maximum avtime. The running time of the algorithm to schedule these jobs is short, as only very short precedence graphs need to be scheduled. If any constant values of $\alpha, \beta$, and $\gamma$ (as in Section 4) are found, then the partitioning algorithm described will have a constant approximation factor.
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[^0]:    ${ }^{1} \rho$ is generally used as the ratio of the maximum communication delay to the minimum job length.

[^1]:    ${ }^{2}$ Since this is a complete network, all times are $\rho$ except for one which is the processor of $v$ and has $c_{t}=0$.
    ${ }^{3}$ It is not necessary that $m=\infty$, only that $m$ is very large.

[^2]:    ${ }^{4}$ The only assumption made is that precedence of jobs with equal mintime is chosen by the order in which they are checked, as is the processor chosen to do a job if more than one is free. This is a very reasonable assumption to make.

