An interpretable model for stroke prediction using rules and Bayesian analysis
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ABSTRACT
We aim to produce predictive models that are not only accurate, but are also interpretable to human experts. We introduce a Bayesian method for learning decision lists, a type of interpretable classifier, from data. We use the model to predict stroke in atrial fibrillation patients, and produce predictive models that are as interpretable as the current medical scoring systems that are in widespread use, yet are substantially more accurate.

1. INTRODUCTION
In many domains, interpretability is a fundamental desirable quality in a predictive model [5]. A decision list is an interpretable classifier consisting of a series of if… then… statements, ending with else. The if statements define a partition of a set of features and the then statements correspond to the outcome of interest. Decision lists are a type of associative classifier, and are similar to models used in the expert systems literature [7], which were among the first successful types of artificial intelligence.

The motivation for our work lies in developing interpretable predictive models using massive observational medical data. Most widely used medical scoring systems are designed to be interpretable, but are not necessarily optimized for accuracy, and are derived from few factors. For instance, the CHADS2 score is a widely used system for predicting stroke in patients with atrial fibrillation [4]. A patient’s score is computed by assigning one “point” each for the presence of congestive heart failure (C), hypertension (H), age 75 years or older (A), and diabetes mellitus (D) and by assigning 2 points for history of stroke (S2). An updated version called CHA2DS2-VASc [8] includes three additional risk factors: vascular disease (V), age 65 to 74 years old (A), and female gender (Sc).

Here we use a Bayesian model, which we call Bayesian Rule Lists (BRL), and MCMC sampling to construct a decision list alternative to the CHADS2 score from a large database of medical histories. The decision list is learned from a large dataset with many features, which provides better accuracy than the few hand-selected features used in the CHADS2 score, yet the same level of interpretability. Bayesian Rule Lists are an alternative to decision trees, but are not constructed in a greedy way like decision trees. BRL is instead a new framework that designs a probabilistic model over permutations of association rules to form decision lists.

2. BAYESIAN RULE LISTS
The setting for BRL is multi-class classification, where the set of possible labels is 1, …, L. In the case of predicting stroke risk, there are only two possible labels: stroke or no stroke. The training data are pairs \(\{(x_i, y_i)\}_{i=1}^n\), where \(x_i \in \mathbb{R}^d\) are the features of observation \(i\), and \(y_i\) are the labels, \(y_i \in \{1, \ldots, L\}\). We let \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\).

2.1 Bayesian association rules and Bayesian decision lists
An association rule \(a \rightarrow b\) is an implication with an antecedent \(a\) and a consequent \(b\). For the purposes of classification, the antecedent is a boolean function of the feature vector \(x_i\), and the consequent \(b\) would typically be a label \(y\). A Bayesian association rule has a multinomial distribution over labels as its consequent rather than a single label:

\[ a \rightarrow y \sim \text{Multinomial}(\theta). \]

The multinomial probability is then given a prior, leading to a prior consequent distribution:

\[ \theta | \alpha \sim \text{Dirichlet}(\alpha) \]

Given observations \((x, y)\) classified by this rule, we let \(N_{i,l}\) be the number of observations with label \(y_i = l\), and \(N = \sum l N_{i,l}\). The posterior distribution is given by Bayes' theorem:

\[ \theta | (x, y) \sim \text{Dirichlet}(\alpha + N) \]

The posterior mean of \(\theta_l\) is then:

\[ \frac{\alpha_l + N_{i,l}}{\alpha_l + N} \]

and the posterior variance is:

\[ \frac{N_{i,l} \alpha_l + 1}{N \alpha_l + N} \]

The interpretation of the posterior mean is the proportion of patients with the feature \(x_i\) who have label \(y_l\), and the posterior variance is the uncertainty in this estimate.
(N, ..., N). We then obtain a posterior consequent distribution:

\[ \theta|x, y, \alpha \sim \text{Dirichlet}(\alpha + N). \]

The core of a Bayesian decision list is an ordered antecedent list \( d = (a_1, \ldots, a_m) \). Let \( N_{l,i} \) be the number of observations \( x_i \) that satisfy \( a_j \) but not any \( a_1, \ldots, a_{j-1} \), and that have label \( y_i = l \). This is the number of observations to be classified by antecedent \( a_j \) that have label \( l \). Let \( N_{0,l} \) be the number of observations that do not satisfy any of \( a_1, \ldots, a_m \), and that have label \( l \). Let \( N_j = (N_{j,1}, \ldots, N_{j,L}) \) and \( N = (N_0, \ldots, N_m) \).

A Bayesian decision list \( D = (d, \alpha, N) \) is an ordered list of antecedents together with their posterior consequents. The posterior consequents are obtained by excluding data that have satisfied an earlier antecedent in the list. Graphically, \( D \) is:

\[
\begin{align*}
\text{if } a_1 & \text{ then } y \sim \text{Multinomial}(\theta_1), \theta_1 \sim \text{Dir}(\alpha + N_1) \\
\text{else if } a_2 & \text{ then } y \sim \text{Multinomial}(\theta_2), \theta_2 \sim \text{Dir}(\alpha + N_2) \\
& \vdots \\
\text{else if } a_m & \text{ then } y \sim \text{Multinomial}(\theta_m), \theta_m \sim \text{Dir}(\alpha + N_m) \\
\text{else } y & \sim \text{Multinomial}(\theta_0), \theta_0 \sim \text{Dir}(\alpha + N_0).
\end{align*}
\]

Any observations that do not satisfy any of the antecedents in \( d \) are classified using the parameter \( \theta_0 \), which we call the default rule parameter.

2.2 Antecedent mining

We are interested in forming Bayesian decision lists whose antecedents are a subset of a pre-selected collection of antecedents. We use frequent itemset mining to find a collection of itemsets, which are used as the collection of antecedents. In our experiments, the features were categorical so we used the FP-Growth algorithm [1] which finds all itemsets that satisfy constraints on minimum support and maximum cardinality. This means each itemset applies to a sufficiently large amount of data, and that the itemset is a conjunction of at most \( C \) conditions on individual features. Because the goal is to obtain decision lists with few rules and few conditions per rule, we need not include any itemsets that apply only to a small number of observations or have larger numbers of conditions per rule (and are not interpretable). Thus frequent itemset mining allows us to significantly reduce the size of the feature space, compared to considering all possible combinations of features. We let \( A \) represent the complete, pre-mined collection of antecedents, and suppose that \( A \) contains \( R \) antecedents with the number of conditions up to \( C \).

2.3 A Bayesian model

Our goal is to sample from the posterior distribution over antecedent lists, which is proportional to its prior times the likelihood function:

\[ p(d|x, y, A, \alpha, \lambda, \eta) \propto p(y|x, d, \alpha)p(d|A, \lambda, \eta). \]

Given \( d \), we can compute the posterior consequents required to construct a Bayesian decision list as in Section 2.1. There are three prior hyperparameters that must be specified by the user: \( \alpha, \lambda, \) and \( \eta \). We will see in Sections 2.4 and 2.5 that these hyperparameters have natural interpretations that suggest the values to which they should be set. We now describe the construction for the prior and likelihood.

2.4 The hierarchical prior for antecedent lists

Suppose the list of antecedents \( d \) has length \( m \) and antecedent cardinalities \( c_1, \ldots, c_m \). The prior probability of \( d \) is defined hierarchically as

\[ p(d|A, \lambda, \eta) = p(m|A, \lambda) \prod_{j=1}^{m} p(c_j|c_1, \ldots, c_{j-1}, A, \eta) \]

\[ p(a_j|a_1, \ldots, a_{j-1}, c_j, A). \]

We take the distributions for list length \( m \) and antecedent cardinality \( c_j \) to be Poisson with parameters \( \lambda \) and \( \eta \) respectively, with proper truncation to account for the finite number of antecedents in \( A \). We take \( p(a_j|a_1, \ldots, a_{j-1}, c_j, A) \) to be uniform over all antecedents in \( A \) of size \( c_j \), excluding those in \( \{a_1, \ldots, a_{j-1}\} \).

This prior has the desirable property that when \( R \) is large compared to the desired size of the decision list, as will generally be the case when seeking an interpretable decision list, the prior expected decision list length \( \mathbb{E}[m|a, \lambda] \) is approximately equal to \( \lambda \). The prior hyperparameter \( \lambda \) can then naturally be set to the prior belief of the list length required to model the data. Similarly, if the number of rules of different sizes is large compared to \( \lambda \), and \( \eta \) is small compared to \( C \), the prior expected average antecedent cardinality is close to \( \eta \).

2.5 The likelihood function

The likelihood function follows directly from the definition of a Bayesian decision list. Let \( \theta = (\theta_0, \theta_1, \ldots, \theta_m) \) be the consequent multinomial parameters for each antecedent in \( d \), together with the default rule parameter \( \theta_0 \). Then,

\[ p(y|x, d, \theta) = \prod_{j=0}^{m} \text{Multinomial}(N_j|\theta_j), \]

with

\[ \theta_j \sim \text{Dirichlet}(\alpha). \]

We can marginalize over \( \theta_j \) in each Multinomial distribution in the above product, obtaining, through the standard derivation of the Dirichlet-Multinomial distribution,

\[ p(y|x, d, \alpha) \propto \prod_{j=0}^{m} \frac{\prod_{l=1}^{C} \Gamma(N_{j,l} + \alpha_l)}{\Gamma(\sum_{l=1}^{C} N_{j,l} + \alpha_l)}. \]

The prior hyperparameter \( \alpha_l \) has the usual interpretation of pseudocounts. In our experiments, we set \( \alpha_l = 1 \) for all \( l \), producing a uniform prior.

2.6 Markov chain Monte Carlo sampling

We do Metropolis-Hastings sampling of \( d \), generating the proposed \( d^* \) from the current \( d_t \) using one of three options:
1) Move an antecedent in $d$ to a different position in the list. 
2) Add an antecedent from $A$ that is not currently in $d$. 
3) Remove an antecedent from $d$. Which antecedents to adjust and their new positions are chosen uniformly at random at each step. The option to move, add, or remove is also chosen randomly. This sampling algorithm is related to those used for Bayesian Decision Tree models [3, 2, 10].

For every MCMC run, we ran 3 chains, each initialized independently from a random sample from the prior. We discarded the first half of simulations as burn-in, and then assessed chain convergence using the Gelman-Rubin convergence diagnostic applied to the log-posterior values. We considered chains to have converged when the diagnostic $R < 1.05$.

### 3. STROKE PREDICTION COMPARED TO CHADS

We applied BRL to the MarketScan Medicaid Multi-State Database (MDCD), which contains administrative claims data for 11.1 million Medicaid enrollees from multiple states. This database forms part of the suite of databases from the Innovation in Medical Evidence Development and Surveillance (IMEDS, http://imeds.reaganudall.org/) program that have been mapped to a common data model [9]. We extracted every patient in the MDCD database with a diagnosis of atrial fibrillation, one year of atrial fibrillation-free observation time prior to the diagnosis, and one year of observation time following the diagnosis ($n=12,586$). We used as features all medications and conditions in the pre-diagnosis medical history (a total of 4,146), together with age and gender. We chose prior hyperparameters $\lambda = 3$ and $\eta = 1$ to obtain a list of similar complexity to the CHADS$^2$ score, and evaluated the fit using 5-fold cross validation. In this work, we designed a medical scoring system that is strictly interpretable as the predictive models doctors use for stroke prediction, but more accurate.

In Figure 1 we show a point estimate decision list recovered from one of the folds, chosen as the list with highest likelihood and length and cardinality statistics close to the posterior mean. For each rule we give the the posterior consequent mean and, in parentheses standard deviation. The first half of the decision list focuses on a history of stroke and stroke symptoms, in order of severity. The second half of the decision list includes age factors and vascular disease, which are known risk factors and are included in the CHA$^2$DS$^2$-VASc score.

In Table 1 we report mean AUC across the folds for BRL, CHADS$^2$, CHA$^2$DS$^2$-VASc, and a collection of benchmark machine learning algorithms. These results show that with complexity and interpretability similar to CHADS$^2$, the BRL decision lists performed significantly better at stroke prediction than both CHADS$^2$ and CHA$^2$DS$^2$-VASc, and also significantly outperforms standard decision tree algorithms. We also give the training time in Table 1 for each of the methods on the same, single CPU. The time required for MCMC sampling was less than that required for SVM or Random forest with standard parameter settings, and the resulting simple model in Figure 1 has close performance.

### 4. CONCLUSIONS

We are working under the hypothesis that many real datasets permit predictive models that can be surprisingly small. This was hypothesized over a decade ago [6], however, we now are starting to have the computational tools to truly test this hypothesis. The BRL method introduced in this work aims to hit the “sweet spot” between predictive accuracy, interpretability, and tractability.

Interpretable models have the benefits of being both concise and convincing. A small set of trustworthy rules can be the key to communicating with domain experts and to allow machine learning algorithms to be more widely implemented and trusted. In practice, a preliminary interpretable model can help domain experts to troubleshoot the inner workings of a complex model, in order to make it more accurate and tailored to the domain. We demonstrated that interpretable models lend themselves to the domain of predictive medicine, but there are a wide variety of domains in science, engineering, and industry, where these models would be a natural choice.

BRL provides an efficient and powerful method for obtaining interpretable models without significantly sacrificing accuracy.

### Table 1: Mean, and in parentheses standard deviation, of area under the ROC curve and CPU time for training across 5 folds of cross-validation for stroke prediction.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>Training time (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRL point estimate</td>
<td>0.756 (0.007)</td>
<td>21.48 (6.78)</td>
</tr>
<tr>
<td>CHADS$^2$</td>
<td>0.721 (0.014)</td>
<td>2.56 (0.27)</td>
</tr>
<tr>
<td>CHA$^2$DS$^2$-VASc</td>
<td>0.677 (0.007)</td>
<td>12.62 (0.09)</td>
</tr>
<tr>
<td>CART</td>
<td>0.704 (0.010)</td>
<td>2.56 (0.007)</td>
</tr>
<tr>
<td>C5.0</td>
<td>0.704 (0.011)</td>
<td>302.89 (8.28)</td>
</tr>
<tr>
<td>$\ell_1$ logistic regression</td>
<td>0.767 (0.019)</td>
<td>0.05 (0.01)</td>
</tr>
<tr>
<td>SVM</td>
<td>0.753 (0.014)</td>
<td>302.89 (8.28)</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.774 (0.013)</td>
<td>698.56 (59.66)</td>
</tr>
</tbody>
</table>

**Figure 1:** A decision list for determining 1-year stroke risk following diagnosis of atrial fibrillation from patient medical history. The risk given is the mean of the posterior consequent distribution, and in parentheses is the 95% credible interval.
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