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ABSTRACT
An image processing system for generating a class model from an image by identifying relative relationships between different properties of different image regions, includes a region partitioner a relationship processor, a template generator and an image detector. The image processing system utilizes a class model defined by one or more relative relationships between a plurality of image patches. The relative relationships describe the overall organization of images within an image class. The relative relationships are encoded in a global deformable template which can be used to classify or detect images. The class model may be pre-defined or generated by the image processing system. In one embodiment, the class model is generated from a low resolution image.
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FIELD OF THE INVENTION

This invention relates to image processing systems and more particularly to content based image classification and identification systems.

BACKGROUND OF THE INVENTION

As is known in the art, there has been a dramatic growth in the number and size of digital libraries of images. The National Geographic Society and the Louvre, for instance, have transferred much of their extensive collections to digital media. New images are being added to these digital databases at an ever increasing rate. As is known, a digital image is an image which may be represented as a two-dimensional array of pixels with each of the pixels represented by a digital word. With the increase in the number of available digital pictures, the need has arisen for more complete and efficient annotation (attaching identifying labels to images) and indexing (accessing specific images from the database) systems. Digital image/video database annotation and indexing services provide users, such as advertisers, news agencies and magazine publishers, with the ability to browse through, via queries to the system, and retrieve images or video segments from such databases.

As is also known, a content based image retrieval system is an image retrieval system which classifies, detects and retrieves images from digital libraries based directly on the content of the image. Content-based image processing systems may be used in a variety of applications including, but not limited to, art gallery and museum management, architectural image and design, interior design, remote sensing and management of earth resources, geographic information systems, scientific database management, weather forecasting, retailing, fabric and fashion design, trademark and copyright database management, law enforcement and criminal investigation and picture archiving and communication systems.

Conventional content-based image/video retrieval systems utilize images or video frames which have been supplemented with text corresponding to explanatory notes or key words associated with the images. A user retrieves desired images from an image database, for example, by submitting textual queries to the system using one or a combination of these key words. One problem with such systems is that they rely on the restricted predefined textual annotations rather than on the content of the still or video images in the database.

Still other systems attempt to retrieve images based on a specified shape. For example, to find images of a fish, such systems would be provided with a specification of a shape of a fish. This specification would then be used to find images of a fish in the database. One problem with this approach, however, is that fish do not have a standard shape and thus the shape specification is limited to classifying or identifying fish having the same or a very similar shape.

Still other systems classify images or video frames based on image statistics including color and texture. The difficulty with these systems is that for a given query image, even though the images returned may have the same color, textual, or other statistical properties as the example image, they might not be part of the same class as the query image. Such systems however are unable to encode global scene configurations. That is such systems are unable to encode the manner in which attributes such as color and luminance are spatially distributed over an image.

It would thus be desirable to provide a technique which may be used in a general automated scene classification and detection system and which allows the encoding of global context in the class model. These models may be subsequently used for image classification and retrieval from a database. It would be particularly desirable to have the system be capable of automatically learning such class models from a set of example images specified by a user.

SUMMARY OF THE INVENTION

In accordance with the present invention, an image processing system and method of operation within such a system are disclosed. The image processing system utilizes a class model defined by one or more relative relationships between a plurality of image patches. The relative relationships are encoded in a global deformable template. This template provides the information which describes the overall organization of images within an image class. The class model may be pre-defined or generated by an image processing system.

In one aspect of the present invention a method of generating a class model includes the steps of selecting a first image region from a plurality of image regions and identifying a first relative relationship between a property of a first one of the plurality of image regions, and a like property of a second one of the plurality of image regions. The first image and second image regions and the first relationship between them may be encoded in a deformable template by storing an elastic or flexible connection between the two regions. With this particular arrangement, a class model, which can be used to detect images of that class in a data base is provided. The class model may be stored in a storage device of an image processing system. The particular properties and relationships included in the model may be selected in accordance with a variety of factors including but not limited to the class of images to which the model is to be applied. For example, in one particular embodiment relating to classification of images of environmental or natural scenes, the relative relationships between the plurality of image patches correspond to relative spatial and photometric relationships. Consistent relationships between a plurality of like example images may be identified to provide a model defined by a plurality of image patches and a plurality of relative spatial and photometric relationships between the image patches. The model may be encoded in the form of a deformable template.

In accordance with a further aspect of the present invention, an image model for classifying or detecting images includes a plurality of image patches coupled by a plurality of relative image patch property relationships. The patch properties may correspond to properties including but
not limited to one or more of spatial, color, photometric, texture, luminance and shape properties of the image patches. It should be noted that the image model is not a model of any particular object, rather it is a model which represents relative relationships, such as relative spatial and photometric relationships within an image. The model may be used in a configural recognition system. The configural recognition system utilizes the context or overall configuration of an image for identification and/or classification of an image. This differs from conventional approaches in which image understanding is based at least in part on recognizing individual salient image sub-parts. The configural recognition technique of the present invention utilizes image models which are provided from a global arrangement of sets of qualitative relationships (such as spatial and photometric relationships) between regions of an image. The image may be provided as a low resolution image. The image models are implemented as deformable templates having a plurality of image patches which are related by a plurality of relative relationships. With this configural recognition approach, the technique of the present invention can be used in a plurality of applications including but not limited to scene classification, face recognition and understanding of biological motion.

The configural recognition technique of the present invention proceeds without the need for complex abstractions past the image. The use of low resolution images derived from low frequency images allows a reduction in the complexity of the problem and shifts the focus of the image away from potentially confusing image details provided by high frequency image data. Even though example images in a single image class may differ in absolute color and spatial arrangement, a class model, a scene concept which represents all of the images in a class is provided by using qualitative spatial and photometric relationships. Finally, by encoding in a deformable template an overall structure of selected image regions and their relative relationships, the system is able to capture the global organization of the class. In the detection process only globally consistent solutions are considered, thus, reducing the amount of processing by the system and increasing its robustness.

In a still further aspect of the present invention, an image may be divided into a plurality of image regions and groups of image regions may be formed based on their attributes and relative relationships to other image regions. Image models may then be formed from properties of the groups of image regions.

**BRIEF DESCRIPTION OF THE DRAWINGS**

The file of this patent contains at least one drawing executed in color. Copies of this patent with color drawing (s) will be provided by the Patent and Trademark Office upon request and payment of the necessary fee.

The foregoing features of this invention, as well as the invention itself, may be more fully understood from the following detailed description of the drawings in which:

**FIG. 1** is a block diagram of an image classification and detection system;

**FIGS. 1B–1E** are a series of images having different frequency content and having different resolutions;

**FIGS. 2–2B** are a series of flow diagrams illustrating the steps of generating a class model;

**FIG. 3** is a diagram of an image having a plurality of image regions with particular spatial and photometric relationships;

**FIG. 4** is a series of beach scene images;

**FIG. 4A** is a deformable image template generated from the beach scene images of FIG. 4;

**FIG. 4B** is the beach scene of FIG. 4 at a different scale;

**FIG. 4C** is a deformable model extracted from the beach scene of FIG. 4B;

**FIG. 4D** is the beach scene of FIG. 4 at a different illumination;

**FIG. 4E** is a deformable model extracted from the beach scene of FIG. 4D;

**FIG. 4F** is the beach scene of FIG. 4 with a geometry change;

**FIG. 4G** is a deformable model extracted from the beach scene of FIG. 4F;

**FIGS. 5 and 5A** illustrate a deformable model;

**FIGS. 6 and 6A** illustrate a deformable model applied to an image of a beach scene;

**FIGS. 7 and 7A** illustrate a deformable model applied to an image of a beach scene;

**FIG. 8** is a diagrammatical view of an image having a plurality of relative relationships;

**FIG. 9** is an image in which attributes of image regions are associated with other image regions;

**FIGS. 10 and 10A** are a series of diagrams illustrating image patches having particular relationships;

**FIG. 10B** is a model formed from the diagrams of FIGS. 10 and 10A;

**FIG. 10C** is an image of a mountain scene;

**FIG. 10D** is a scrambled image of the mountain scene of FIG. 10C;

**FIG. 11** is a series of images from which a model may be generated;

**FIG. 11A** is a model generated from the images in FIG. 11; and

**FIG. 12** is an image having a plurality of grouped regions.

**DESCRIPTION OF THE PREFERRED EMBODIMENT**

**Terminology**

Before describing a configural classification/detection system and the operations performed to generate a class model, some introductory concepts and terminology are explained.

An analog or continuous parameter image such as a still photograph may be represented as a matrix of digital values and stored in a storage device of a computer or other digital processing device. Thus, as described herein, the matrix of digital data values are generally referred to as a “digital image” or more simply an “image” and may be stored in a digital data storage device, such as a memory for example, as an array of numbers representing the spatial distribution of energy at different wavelengths in a scene.

Similarly, an image sequence such as a view of a moving roller-coaster for example, may be converted to a digital video signal as is generally known. The digital video signal is provided from a sequence of discrete digital images or frames. Each frame may be represented as a matrix of digital data values which may be stored in a storage device of a computer or other digital processing device. Thus in the case of video signals, as described herein, a matrix of digital data values are generally referred to as an “image frame” or more simply an “image” or a “frame.” Each of the images in the digital video signal may be stored in a digital data storage
device, such as a memory for example, as an array of numbers representing the spatial distribution of energy at different wavelengths in a scene in a manner similar to the manner in which an image of a still photograph is stored.

Whether provided from a still photograph or a video sequence, each of the numbers in the array correspond to a digital word (e.g. an eight-bit binary value) typically referred to as a “picture element” or a “pixel” or as “image data.” The image may be divided into a two dimensional array of pixels with each of the pixels represented by a digital word.

Reference is sometimes made herein to color images with only a luminance component. Such images are known as gray scale images. Thus, a pixel represents a single sample which is located at specific spatial coordinates in the image. It should be noted that the techniques described herein may be applied equally well to either grey scale images or color images.

In the case of a gray scale image, the value of each digital word corresponds to the intensity of the pixel and thus the image at that particular pixel location. In the case of a color image, reference is sometimes made herein to each pixel being represented by a predetermined number of bits (e.g. eight bits) which represent the color red (R bits), a predetermined number of bits (e.g. eight bits) which represent the color green (G bits) and a predetermined number of bits (e.g. eight bits) which represent the color blue (B-bits) using the so-called RGB color scheme in which a color and luminance value for each pixel can be computed from the RGB values. Thus, in an eight bit color RGB representation, a pixel may be represented by a twenty-four bit digital word.

It is of course possible to use greater or fewer than eight bits for each of the RGB values. It is also possible to represent color pixels using other color schemes such as a hue, saturation, brightness (HSB) scheme or a cyan, magenta, yellow, black (CMYK) scheme. It should thus be noted that the techniques described herein are applicable to a plurality of color schemes including but not limited to the above mentioned RGB, HSB, CMYK schemes as well as the Luminosity and color axes a & b (Lab), YUV color difference color coordinate system, the Karhunen-Loeve color coordinate system, the retinal cone color coordinate system and the X, Y, Z scheme.

Reference is also sometimes made herein to an image as a two-dimensional pixel array. An example of an array size is 512x512. One of ordinary skill in the art will of course recognize that the techniques described herein are applicable to various sizes and shapes of pixel arrays including irregularly shaped pixel arrays.

A scene is an image or a single representative frame of video in which the contents and the associated relationships within the image can be assigned a semantic meaning. A still image may be represented, for example, as a pixel array having 512 rows and 512 columns. An object is an identifiable entity in a scene in a still image or a moving or non-moving entity in a video image. For example, a scene may correspond to an entire image while a boat might correspond to an object in the scene. Thus, a scene typically includes many objects and image regions while an object corresponds to a single entity within a scene.

An image region or more simply a region is a portion of an image. For example, if an image is provided as a 32x32 pixel array, a region may correspond to a 4x4 portion of the 32x32 pixel array. Referring now to FIG. 1, an image classification/detection system 10 includes an image database 12 having stored therein a plurality of images 14a-14n generally denoted 14. The images 14 may be provided as still images or alternatively the images may correspond to selected frames of a video signal which are treated as still images. An image retrieval device 16 coupled to the image database 12 retrieves images from the database 12. Alternatively, image retrieval device 16 may receive images from an image storage or image scanning device 18. Images retrieved by retrieval device 16 are fed to an image transform apparatus 20 which filters the image and provides a series of sub-images having high frequency or low frequency image components.

It is preferable to operate on images provided from low frequency image components since this reduces the amount of data which must be stored and operated upon by system 10 and more importantly, perhaps, the high frequency content of the full resolution image may be irrelevant for classification and may result in the presentation of image details to the system which may result in the system providing less than optimum classification and detection results. This is due, at least in part, to the fact that the relationships between sub-images of a full resolution image will in general not be similar between a number of images which are part of the same scene class. For example, two images of a group of trees taken from slightly different positions are likely to be quite similar in their low spatial frequency content but very different in their high resolution details because of the variations in the specific positions of the individual leaves and branches in the two images.

The low frequency images may be provided using a plurality of techniques including but not limited to spatial blurring techniques and wavelet decomposition techniques. Thus, considering the original image as a full resolution image, the full resolution image may be transformed into a plurality of images having different levels of image frequency content. These images may further be transformed to a plurality of images with different levels of spatial resolution. Images having different levels of spatial resolution may be provided by feeding image components (e.g. low frequency image components) to a subsampler 22 which samples the image components using any technique well known to those of ordinary skill in the art.

Referring briefly to FIGS. 1A-1G an original image 31 has been transformed via image transform apparatus 20 into a plurality of images 32 (FIG. 1B), 33 (FIG. 1C), 34 (FIG. 1D) each of the images 32-34 corresponding to original image 31 at different levels of low frequency content.

Images 32-34 are generated from image 31 using a spatial blurring technique. For example, image 32 is generated using a spatial blurring technique with a gaussian with a diameter of 3 pixels and fifty percent reduction in resolution to provide image 32. Similarly, image 33 is generated from image 31 using a spatial blurring technique with a fixed pixel support gaussian of 5 pixels and fifty percent reduction in resolution from image 32 to provide image 33. Thus images 31, 32, 33, and 34 form a so-called image pyramid, a technique well known to those of ordinary skill in the art.

Each of the images 32-34 may then be sub-sampled via sub-sampler 22 to provide subsampled images 32 (FIG. 1E), 33 (FIG. 1F), 34 (FIG. 1G). Image 32 (FIG. 1B) includes relatively high frequency image components (e.g. a low pass filtered sequence) and thus includes some detailed image components. Image 33 (FIG. 1C) includes relatively low frequency image components (e.g. a lower pass filtered
sequence) with a different frequency cut off than used to create image 32 and thus includes less detailed image components than 32. Image 34 (FIG. 1D) includes lower frequency image components than image 33 and thus includes even fewer image details than image 33.

It has been found that humans require a relatively small amount of detailed image information to recognize many objects and scenes. For example the so-called “Lincoln illusion” is a well known illustration of the ability of people to recognize objects using low frequency information. The only information retained in these small but identifiable images (i.e. 34) is an arrangement of low frequency photometric regions. Thus, in one aspect of the present invention, the classification technique utilizes only low frequency information.

There are several benefits to using low-frequency subsampled images. The first is that the dimensionality of the problem is drastically reduced. The size of the images in FIG. 1G is roughly forty times smaller than original image 31. Thus, the dimensionality of the problem has been lowered by almost two orders of magnitude. Using the low-frequency image content also confers immunity to spurious relationships due to high-frequency sensor noise. In addition it changes the focus of the problem to relationships between image regions.

Referring again to FIG. 1, predetermined sub-sampled images are fed from sub-sampler 22 to a region partitioner 23. Region partitioner 23 partitions image 14 into one or more image regions also known as image patches, with each of the image regions having at least one pixel. It should be noted that the image regions need not be of equal size or shape. The image regions are provided to a relationship processor 24 which identifies relative relationships between those regions which make up the image.

For example, relationship processor 24 may identify relative photometric and spatial relationships between regions in an image or relationship processor 24 may identify relative color, luminance, texture, size, shape, geometrical properties such as relative region orientations and objects within an image. The particular set of relationships which are identified depend upon a variety of factors including but not limited to a particular class of images to be operated upon. For example, when classifying or detecting natural scenes, it may be desirable to select photometric properties of images (rather than texture for example). One important determinant of this choice is the nature of the attribute expected to be discriminatory between different image classes. If high frequency detail is considered a distinguishing factor, then the relationships extracted may use image texture. Thus, in this case, image transform apparatus 20 would provide high frequency image components rather than low frequency image components. The high frequency image components can be fed directly into region partitioner 23. On the other hand, if the discrimination ability is based on color components of the image, then relationships need to be extracted on the chromatic attributes of images.

An association operator 28 then associates the attributes (including the relative relationships) of each region in the image with at least one other region in the image. One manner in which the association may be provided is explained in detail below in conjunction with FIGS. 9-9C. A template generator 26 identifies relative relationships which are consistent between a plurality of images fed to relationship processor 24. For example, if relative spatial and photometric properties are identified by relationship processor 24 in each of a plurality of different images, then template generator 26 would identify those relative spatial and photometric relationships which were consistent between each of the plurality of images.

Template generator 26 then encodes the consistent relational information as a deformable template. The deformable template may then be used by a image detector 30 to detect class concepts in images in the image database 12. Detector 30 may also use the deformable template to register or align regions of different images.

Detection refers to the process of finding a match, between a class template and a novel image. A novel image is an image not used as an example image to generate the template. A “match” occurs when a pairing of components of the template is made to elements of the image, and all or most of the relationships between elements of the template are also satisfied by the corresponding elements of the image. Registration means using the pairing of elements of the template to elements of the image. Detection is often performed by transforming the match transformation that aligns the template to the image. A user may wish to find corresponding regions between images that fall in the same class. By detecting the scene concept in both images, detector 30 is able to provide a mapping of regions in the first image to regions in the second image.

By identifying image properties and expressing the properties as a plurality of relative relationships, the present invention performs image classification and identification based on a global organization of features and relationships in an image. Such a global organization within an image may be quantified in terms of a plurality of different image properties or characteristics including, but not limited to spatial and photometric (chromatic and luminance) image characteristics.

This is in contrast to prior art systems which recognize image scenes by specifically identifying individual objects within an image and then using the specific object information to classify an image. Still other prior art systems identify, for example, the global histograms of the color content and luminance content in an image and use this information to identify an image class in which the image belongs. Other techniques compute local statistics that characterize attributes such as color and texture to without respect to how their global configurations contribute to the scene concept.

As will be described below in conjunction with FIGS. 2-2B, an image template may be automatically generated via a properly programmed general purpose computer or other processor. Alternatively, an image template may be provided by defining a plurality of relative relationships such as relative spatial and photometric relationships between template image portions or patches without the aid of a processor. An image template may even be generated without the aid of any particular image. That is, the patches which are used in an image template need not be derived from any particular image. The defined relative relationships between the image patches would be manually defined and stored in template generator 26. The image template would then be available for use by image detector 30 as described above.

The information used to specify the relative relationships within an image or a class of images may thus be supplied by a system external to classification and detection system 10. Alternatively, such information could be supplied to system 10 from a user who has studied one or more images or who has personal knowledge of relevant relative relationships for a given class of images. Such information may be supplied to system 10 through a user interface for example.
Thus, in one embodiment, the present invention uses photometric regions from the low-frequency pictures as the image and model primitives and three kinds of inter-region relationships. The inter-region relationships are relative color, relative luminance, and relative spatial position of the regions. One of the great difficulties for the automated interpretation of images is that scenes change their appearance under various lighting conditions, viewing positions, and other scene parameters. Thus, while absolute color, luminance, and spatial position of image regions cannot generally be used as reliable indicators of a scene’s identity, their relative luminance, color and spatial positions remain largely constant over these various conditions and thus can usually be relied upon as reliable indicators of a scene’s identity.

In one embodiment, a class model includes six specific types of relative spatial and photometric relationships. Specifically, the class model includes luminance, R,G,B, color, and spatial position relationships. Each of these relationships can have the following values: less than, greater than, equal to. The relative color between image regions is described in terms of their red, green, and blue components. The class model also includes relative luminance relationships. The spatial relationships used are relative horizontal and vertical descriptions, where the origin of the image is specified (i.e. upper left hand corner). It should be noted, however, that other relationships, such as relative hue and saturation, can also be incorporated into the system.

Descriptions of scene classes using qualitative relationships based on low frequency information provide a rich vocabulary to differentiate between many classes of images. For example, consider a class model provided from three pairwise color relationships (e.g. greener than, bluer than, redder than), one luminance relationship (e.g. darker/lighter than), and two pairwise spatial relationships (e.g. above/below, to the left/right) of each of these relationships having two values. In an image of m pixels, there is an upper bound of m^2(m-1)/2 possible pairwise relationships. Assuming that the spatial, photometric, and luminance relationships are independent, there are (2^m)(m-1)!/2 possible object concepts.

One significant point to note is that not all relationships between all image to regions are necessary to define a model or the concept of a scene or scene class. Rather, as will be described below in conjunction with FIG. 2, models can be developed that encode only the salient discriminatory relationships in an image.

FIGS. 2-2B are a series of flow diagrams illustrating the processing performed by the apparatus to generate a class model. The rectangular elements (typified by element 36), herein denoted “processing blocks,” represent computer software instructions or groups of instructions. The diamond shaped elements (typified by element 38), herein denoted “decision blocks,” represent computer software instructions, or groups of instructions which affect the execution of the computer software instructions represented by the processing blocks. The flow diagram does not depict syntax of any particular programming language. Rather, the flow diagram illustrates the functional information one skilled in the art requires to generate computer software to perform the processing required of system 10. It should be noted that many routine program elements, such as initialization of loop and variable values and the use of temporary variables are not shown.

Turning now to FIGS. 2-2B, a method of generating a class model begins by selecting a reference image as shown in step 36. The image is a member of a class of images and is used as an example reference image from which will be generated a class model. In some applications, it may be desirable to select multiple example reference images and to generate the class model from relative relationships which exist in the multiple images. Use of more than one example image will typically allow generation of a class model based on consistent relationships and which is flexible enough to aid in classification of a wide variety of images belonging to the same image class.

As used herein, the term “image class” or more simply “class” describes a set of logically related images which share the same or similar characteristics or properties. For example, images of beach scenes can be defined as all belonging to a beach scene image class. Similarly images of mountain scenes, images of field scenes, etc. . . may all be defined as belonging to different image classes e.g. a class of mountain images, a class of beach images, a class of field images, etc. . . . It should be noted that it is possible for images to belong in more than one class. For example, an image of a mountain with a lake can belong to either the class of mountains with lakes or the class of lakes with trees. It should also be appreciated that a class can be defined in more than one way. That is, there may be more than one set of relationships for a given class of images which may be used to define a class model. By allowing images to belong to more than one class a relatively flexible image classification system is provided.

As shown in decision block 38 a decision is made as to whether low frequency image components should be extracted from the original image. In some instances the selected original image might have a level of detail which is appropriate for processing. In other cases the selected image may have a level of detail which is not optimum for processing. For example, the method of the present invention preferably is practiced with a low resolution and subsampled image which does not include a great amount of image detail. It should be noted, however, that the techniques to be described herein may also be applied to a highly detailed image. For instance, if were desirable to make comparisons between high frequency texture in different image regions, it would be desirable to operate on an image having high frequency components corresponding to detailed image information. For example high frequency texture information may allow discrimination between snowy mountains and in clouds in two different images.

However, in general, computing relationships between every pixel in a highly detailed large image is costly. Furthermore, the subsequent process of finding consistent relationships between a plurality of target images is also expensive in terms of the computer resources required to implement such a process. Thus, if the image is provided at a level of detail which is appropriate for processing then processing flows directly to processing step 43 where the image is subdivided into regions. If, however, the image is provided at a level of detail which is not computationally efficient to operate on, then low frequency image components are extracted from the full resolution image and an image having low frequency image components is generated as shown in processing block 40. As noted above in conjunction with FIGS. 1-1G, the low frequency content image may be generated using a number of well-known techniques including but not limited to spatial blurring and wavelet decomposition techniques. Processing then proceeds to subsampling processing block 42 where a low resolution image is achieved.

After the images are subsampled, processing continues to step 43 where, as mentioned above, the image is partitioned
into one or more image regions. Processing then continues to step 44 where relative relationships between image regions in the image are computed. Thus, if it is decided to use the relative photometric and spatial relationships in the image, then the relative photometric and spatial relationships between regions are computed. On the other hand, if the relative relationships correspond to one or more of image region texture, image region size, image region shape, image region geometrical properties, image region symmetry and object relationships within an image, then the relative relationships based on these image characteristics or image properties are computed.

In one embodiment, region relationships are computed between two regions (i.e., a region pair). It should be noted, however, that region relationships could be computed between region triples, region quadruples or between every region in the image. Use of region pairs, however, provides a system which is computationally efficient while still providing a sufficiently descriptive class model which can be used to classify a variety of different images within a single class.

If it is desired to encode particular features of the image region in the model, then processing proceeds to step 46. As shown in step 46, in the case where patch color is selected as at least one of the relative relationships to be included in the class model, patch colors may be determined for each of the regions. In addition to the relative relationships between regions, this provides a basis for grounding the relative photometric relationships. Specifically, an estimate of a color for each of the plurality of pixels is computed from a coarsely quantized color space. The benefit of this step is that some information of the region’s color is retained. It should be noted, however, that the image model is not based on exact color since exact color may vary to some extent between corresponding regions in images of the same class. For instance, sky regions are usually blue, however they can be different shades of blue.

A color estimate may be generated, for example, if each pixel has an 8 bit red, 8 bit green, and 8 bit blue byte associated with it and each of the bytes are lumped into a coarser resolution than the 256 resolution afforded by the 8 bits. It may be desirable to use a coarser resolution since in the present invention precise color estimates are not always required, and, in fact, may in some instances they act detrimentally to the operation of template generation.

It should be noted that if color is not a feature to be included in the class model, then step 46 may be omitted. In some instances where color is a feature to be included in the model, it may not be necessary or desirable to assign a coarsely quantized color to a pixel or image region. If other features such as texture or shape rather than or in addition to color of any image region are to be included in the model, the attribute can be computed in processing block 46.

Decision block 48 implements a loop in which steps 44–46 are repeated for each of the regions in the subsampled image.

Once relative region relationships and region colors have been estimated for each of the regions in the image, processing proceeds to processing step 50 where the region relationships are reduced to equivalence classes. As will be described in detail below in conjunction with FIG. 8, the use of equivalence classes is optional. It acts to reduce the number of region relationships which must be stored in memory by eliminating redundant region relationships and eliminating the need to store exact region positions in an image or an image region. Thus the use of equivalence classes leads to computational efficiency.

For example, an equivalence class can be provided as a directional equivalence class meaning that certain relationships apply in general directions relative to a particular pixel or group of pixels. It should be noted, however, that equivalence classes other than directional equivalence classes may also be used. For instance, all luminance relationships where the first region is brighter than second first region belong to the same equivalence class irrespective of precisely how large the brightness difference is.

Next, as shown in step 52 the relative relationships are stored in a storage device such as a memory for example. Thus, in the case where the class model is provided from relative spatial and photometric relationships, the relative colors and relative spatial relationships of each of the patch pairs are stored in a storage device. When colors have been assigned to a patch, the colors or other attributes of the patch may also be stored. It should be noted that steps 36–52 can be performed by a preprocessor. Thus, in this case an image processor may be fed the relative spatial relationships of each of the patch pairs.

Whether or not the relative relationships are preprocessed, the relative relationships between properties for each image in a set of reference images are further processed to identify consistent attributes and relationships between a number of images. As shown in processing block 53 consistent attributes and relative relationships at each patch are identified across all of the image examples provided to the system. FIGS. 9–9B describe how this identification of consistent relationships may be done in a computationally efficient manner.

In decision block 54 a decision is made as to whether an optimization procedure should be performed. If decision is made to optimize, then processing continues to processing block 55 where region attributes including relative region relationships (e.g. relative spatial and photometric relationships) are associated between neighboring regions. The association of region attributes will be described in detail below in conjunction with FIGS. 9–9B. It should be noted that it is not necessary to associate attributes between neighboring regions and in some cases this step may be omitted.

Whether or not an optimization is performed, after all of the consistent colors and relative relationships have been identified, a composite image is generated, as shown in step 56. The composite image is generated based on knowledge of the consistency across the reference images of every relative relationship between the regions in those reference images. Then as shown in processing block 57, a consistency threshold value can be set and used to generate a deformable template. It should be noted that if the consistency threshold is set at zero all relationships regardless of how consistent they are across the reference images are encoded in the scene mode. The composite image corresponds to a template. Alternatively, the consistency threshold can be set to find relationships with 100% consistency amongst all of the example images. The setting of the threshold between 0% consistency and 100% consistency allows the deformable template to encode several possible relationships between image regions. For instance, in the class of field scenes, the regions corresponding to grass are usually greener or browner than the image regions corresponding to the sky. Setting a threshold below 100% allows the model to capture these types of variations. It should be noted that although these terms “class model” and “class template” and here being used interchangeably, generally a template is a specific version of a class model.

By storing all of the relative relationships across the reference images as well as the consistency of the
relationships, the system can accentuate or de-accentuate certain relationships which may be important in a particular image class. The class model generated in step 58 may be used to detect new images in the same class from a database or other repository of images. The performance of the model may be evaluated by the images it detects. A user of the system may want to refine the model or accentuate or de-accentuate certain features of the model.

This can be done by providing the system with more example images as indicated in step 59 so it can be done by hand. For example, in step 58 a beach model may have been generated which describes both the sub classes of tropical beach images and non-tropical beach images. It may be desired that the model only detect images of the first sub-class, of tropical beach images. One important characteristic of tropical beaches may be that the water is usually “greener” than the sky. Thus, the model may be refined such that the greener than relationships from image regions corresponding to the water to image regions corresponding to the sky is strengthened. Thus the model may be refined or altered by iterating the process shown in FIGS. 2-2B, where the model information from previous iterations and the new information are merged. After each iteration, a new deformable template may be generated.

It should be noted that images may be subgrouped into sets which have the most consistent relationships. One model may not sufficiently describe a broad class of images. For instance, beaches in the summer may look very different than snowy beaches in the winter. If presented with both types of images, the system may find very few consistent relationships among all the example images. The system or a user can group the images into a plurality of subgroups where the images in each of the subgroups have many relationships in common. The system can, thus, build two separate templates for beaches. One template for beaches in summer and another template for beaches in winter. These two templates can be used to detect images from the general class of beaches.

It should also be noted a class model may be generated from both positive and negative example images. A user or other may specify images that should be described by the class model. These are called positive examples. A user or other may also specify images that should not be described by the class model. These are referred to as negative examples. By providing both positive and negative example images, a class model can be generated that includes the relevant consistent attributes of the positive example images and does not include (e.g. does not encode or negatively encodes) the relevant attributes of the negative examples. Negatively encoding means storing relationships that have a tag specifying that they should not be present in a image which belongs to the class described by the model.

Referring now to FIGS. 3, an image 60 as shown in FIG. 3 includes a plurality of image regions 62–66 each having different color and photometric attributes. The technique of the present invention uses qualitative relationships to form a scene model. Several images of the same real scene may look very different when those images represent the scene in various lighting conditions, viewing positions, different imaging devices and over other varying scene parameters. Considering only the spatial and photometric aspects of a scene, absolute color, luminance, and spatial position of image regions cannot usually be used as reliable indicators of a scene’s identity. However, their relative luminance, color and spatial positions remain largely constant over these various conditions. The human visual system also seems more adept at detecting and encoding qualitative relationships rather than absolute relationships. This indicates that relative relationships may be used to create more robust descriptions of visual stimuli.

In this particular example, relative spatial and photometric relationships between image patches 62, 64, 66 are used to generate a model. Thus, in this specific example, a plurality of relative spatial relationships between each of the image patches 62–66 can be defined. For example spatial relationships in image 60 include the following spatial relationships: image region 62 is above image region 64; image region 64 is below image region 66; and image region 62 is to the left of image region 66.

Similarly, relative photometric relationships between each of the image regions 62–66 can be identified. For example, with respect to relative luminance relationships, image region 62 is brighter than image region 66, image region 64 is not as bright as image region 62 and image region 66 is brighter than image region 64. With respect to relative color relationships and using an RGB color scheme, region 62 is more green than region 66, and region 62 is less blue than region 66. Likewise, region 66 is less green than region 64; and region 66 is more blue than region 64. Thus, a plurality of relative relationships have been identified between each of the regions 62–66.

These relationships define a model which specifies the manner in which various images patches are represented as well as the relationships between the patches. Thus, in this particular example, the model is provided from spatial and photometric properties of the image patches 62, 64, 66, and more particularly the model is provided from the relative relationships between the spatial and photometric properties of the images patches 62, 64, 66.

Although the relative relationships have here been identified as spatial and photometric relationships, as mentioned above, other relative relationships between other kinds of image attributes may also be used. For example the relative relationships may be computed over texture properties (indicated by cross hatching in FIG. 3) or shapes of patches 62–66. For instance the texture in patch 62 is more vertically oriented than the texture in patch 66. Looking at shape characteristics, patch 62 is more round in shape than patch 64.

Referring now to FIGS. 4–4A, a sequences of beach images 70a–70d, generally denoted 70, are used to generate a model 81 (FIG. 4A). Each of images 70a–70d are subvided into regions 71a–71l generally denoted 71 as shown in image 70a. Each of the image regions 71 contain one or more pixels. In this case the image regions 71 are all equally sized. However, in general the images 70 may be partitioned into image regions of unequal size and shape with each of the image regions 71 having one or more pixels. An image region can be described by its attributes such as overall color, texture, spatial position and shape.

From image 70a, a plurality of relative relationships between the image regions 71 can be identified. Each of the image regions 71a–71l has relative relationships with each of the other image regions in 71a–71l. For instance image region 71d which contains the sun has an overall color which is less blue than region 71c (a sky patch). Similar relationships can be identified between the image regions in each of images 70a–70c. Relationships are also computed between the image regions in each of images 70a–70d.

If it is desired to form a model for images of beach scenes, then it is necessary to identify image characteristics or image properties which would be expected to be found in most images of beach scenes. Relative relationships between
image regions that are consistent over the class of beach scenes are identified. The particular relative relationships can be used to classify or detect different images as either belonging to the class of image beach scenes or not belonging to the class of image beach scenes. For instance, using photometric and spatial relative relationships, beach scenes may be characterized by a triplet of image regions in which a first one of the regions is above and more blue than remaining regions and a second one of the regions is more green than the remaining regions, and a third one of the regions is more brown than and below the first and second regions. This description captures the general relative relationships between the sky, water, and sand regions which are common to most beach scenes. The relative relationships allow the scene concept to tolerate differences such as illumination, geometry, viewpoint between different images of beaches. Thus it is the relative relationships such as colors and spatial relationships between regions 71 in the image which are important rather than the absolute color or position of the image regions.

Note for instance image region 85 (upper right hand corner) was not included in the model beach image 81 because the sun in image patch 71d was not always in the same position in the images 70b–70d. Therefore the relative relationships between patch 71d and other image regions in 71 did not remain constant over all the example images 70b–70d.

Model 81 therefore represents a particular set of relative photometric and spatial relationships of a selected set of image patches that can be used to classify or detect images of beach scenes regardless of significant changes in image size, changes in image illumination and changes in image geometry as illustrated by FIGS. 4B, 4D and 4F.

Model 81 includes three salient regions 82, 84, 86 and the relative relationships between these regions. Arrows 83, 85, 87 denote the relative relationships between regions 82, 84, 86. Since it is the relative relationships which are important, image patch 86 need not be identical in color to beach region 72 which falls primarily within image regions 71u–71l (FIG. 4) as long as patch 86 satisfies the relative relationships with respect to patches 82, 84 of model 81. Furthermore, if the color of beach region 72 as primarily contained in image regions 71u–71l is to be coarsely quantized, then the quantized color may correspond to the color of patch 86. This beach scene model 81, or more specifically beach scene template 81, can be learned by looking at the series of beach scene image examples 70, as denoted in FIG. 4. Alternatively model 81 can be hand-crafted.

FIGS. 4B, 4D, and 4F show novel beach scenes (e.g., images from an image database) that may differ from the example images 70 (FIG. 4) by a change in scale, a change in illumination, or a change in scene geometry. The important point is that the same beach scene model 81 shown in FIG. 4A still encompasses the variations.

As can be seen in FIGS. 4C, 4E, and 4G template 81 is positioned on the corresponding salient regions in each of FIGS. 4B, 4D, and 4F, respectively. The relative relations encoded in the original model 81 are still valid over the indicated regions in the new images. Therefore, the novel images can be correctly classified as beach scenes using the technique of the present invention.

Referring now to FIG. 5 a model provided from color and spatial relationships includes first, second and third patches, each of the patches having relative relationships to each other. The grid in FIG. 5 denotes the partitioning of the input image into patches.

As shown in FIG. 5A, the patches can be considered to be coupled by a spring like structure which allows deformation of the spatial relationships of the patches. Thus, the relationships between the patches have been encoded and an elastic structure is established between each of the patches which allows the template to be applied as a deformable global organization of the image patches.

The spring like structure between the patches may be implemented, for example, in the following manner. Assume the relationships between the colored patches as shown in FIG. 5 are identified. The model could be encoded to represent that the blue patch is a predetermined distance (e.g. 7 pixels) away from the brown patch. This is absolute positional information. Now the model could be applied to a new image. However it may be necessary to stretch or shrink the positional relationship between the blue and brown patches.

The more the model must be stretched or deformed to match a particular image, the less likely it is that the image belongs to the class. There is, however, no limit as to how far the model can be stretched as long as the patches stay within image boundaries and maintain their mutual qualitative spatial relationships. Likewise when compressing the model, the model must maintain the same relative spatial structure.

For example, brown patch 93 could be moved to position 102 in FIG. 5A. In this case, if the relative spatial relationship between green patch 92 and brown patch 93 is that the brown patch 93 must be to the right of the green patch 92 then the relative relationships are maintained. However, if the relative spatial relationship between the green patch 92 and brown patch 93 is that the brown patch 93 must be to the right of and below the green patch 92 then the relative relationships are not maintained and the model 98 could not be validly deformed by moving brown patch to position 102. It should be noted that the center, top edge or bottom edge of the patch regions could be used to define the position of individual patches.

It should also be noted that changing patch size is included in the concept of a deformable model. It should be noted that deformable models in conventional systems do not encode elastic relations between patches.

It may be desirable to change a patch size for example, when trying to identify an image of a beach scene which has only a very small portion of a beach visible. The beach portion may be represented as a patch having a brown color. When a large brown model patch is applied to this image, the brown patch may overlap substantially with some of the water which typically has a blue color. The overall color of the image region defined by the brown patch boundaries have a large blue component. The brown patch denotes that the image region should be browner than other image regions or have a generally brown color. In this case, these specifications from the model would be violated in the image. However, by changing the patch size, it may be possible to provide the brown patch with a size which fits directly on the beach. Now the relative color relationships between this region in the image and other regions are consistent with the model.

In some instances, it may be desirable to find the best match using all possible valid deformations of the template. It should be noted, however, that the greater the number and magnitude of the deformations required to produce a match, the lower the confidence level that the image found with the so-deformed template belongs to the class of the template.

It is also possible to combine the relative relationship deformable template technique of the present invention with
absolute positional or image characteristic information. For example, if the position of a specific image region or object is important in an image classification or detection operation, then this absolute positional information can be combined with relative relationship information in the image model. For example, if what is important in an image of a beach scene is that the sun always be in the upper left hand corner of the image, then this absolute positional information can be combined with the deformable beach model to aid in classification and detection operations.

Referring now to FIGS. 6-7A in which images 110, 118 are images of the same beach scene with image 118 being a close up of the beach scene and image 110 being a distant view of the beach scene. An image template 114 applied to image 110 includes patches 111, 112, 113 which are coupled together via springs 115, 116, 117. In this particular example, the template 114 is as provided as a pre-defined template. However template 114 could also be generated from one or more beach scenes similar to the beach scenes discussed above in conjunction with FIG. 4 and using a technique similar to the technique described above in conjunction with FIG. 2. Template 114 is provided from selected relevant spatial and photometric relationships. Springs 115, 116, 117 indicate that template 114 is a deformable template 114 meaning that the particular spatial relationships of images patches 111, 112, 113 can change relative to each other as long as the general relative spatial and photometric relationships remain the same. That is, although in template 114 a relatively blue patch 111 must remain above a relatively green patch 112, the particular distance by which blue patch 111 must remain above green patch 112 is not fixed. This is illustrated by template 114' (FIG. 7A). Thus, template 114 can be deformed and yet still remain valid.

For template 114 to classify image 118, template 114 must be deformed to provide template 114'. Thus the deformable template 114 is still valid and as deformed can detect the beach scene. In this case, the application of a deformable template involves shifting the positions of the constituent patches around the image to be classified while staying within the constraints of the qualitative spatial relations. The goal is to find the best match between regions of the model and regions of the image.

It should be noted that even if the images 110, 118 were not of the same beach scene, the same deformable template principle would apply.

Referring now to FIG. 8, an image 119 includes a plurality of patches 120a, 120b generally denoted 120. If image 119 corresponds to a low resolution image, then each of the patches 120 represent image regions (e.g. a 50x50 pixel region) of a high resolution image.

In image 119, all of the relationships between each of the patches 120 are computed. For example, taking patch 120m as representative of each of the patches 120, the relationships between patch 120m and each of the patches 120 in other image regions (denoted by dotted lines in FIG. 8) are computed. Thus, a first one of the patches 120, here patch 120m, has been selected and the relative relationships are computed between patch 120m and each of patches 120a, 120b, and 120c.

In the case where the relative image region relationships are taken to be the relative spatial and photometric relationships between pixels, the photometric and spatial relationships between patch 120m and each of patches 120a, 120b, and 120c are computed.

For computational purposes the number of relationships to be stored can be reduced through the use of equivalence classes. For each patch 120, the patch relationships which correspond to patch pairwise relationships are reduced to an equivalence class. Thus, in this particular example directional equivalence classes 122a, 122b (denoted by solid lines) are used. Here eight directional equivalence classes are identified (upper left 122a, up 122b, upper right 122c, right 122d, lower right 122e, down 122f, lower left 122g, left 122h).

It should be noted, however, that other equivalence classes may also be used. In short any grouping of image regions based on some common property between the image regions could form an equivalence class. That is, the equivalence class may be provided from any grouping scheme in which patches are grouped in a manner which eliminates redundant relationships and which eliminates the need to store exact positional patch information. The groupings need not be the same size nor the same shape.

As mentioned above, in this particular example directional equivalence classes are used. Thus, image regions 120a, 120b, 120c, and 120d are to the upper left of image region 120m. Image regions 120e and 120f, are directly up or above image region 120m. Image regions 120g, 120h, 120i, and 120j are to the upper right of image region 120m. Image regions 120k, 120l, 120m, and 120n are directly right of image region 120m. Patches 120a, 120b, 120c, and 120d are below and to the right of patch 120m. Patches 120g, 120h, 120i, and 120j are below and to the left of patch 120m. Patches 120k, 120l, and 120m are directly to the left of patch 120m.

Next, a relationship map which is the collection of all pairwise patch relations, is relaxed to allow for positional variance. That is, the attributes of each patch 120 are inherited by at least one other neighboring patch 120 (e.g. patch 120a). By allowing patches to inherit the relations of other neighboring patches, a model which can be applied to different images representing many variations of a scene is provided.

The relaxation step can also be accomplished during the template generation process by verifying relationship consistencies not only between corresponding patches in each of the example images but also between their neighbors.

Once the attributes and relative relationships for each patch have been identified, consistent relationships between a plurality of example images are identified for use in a model.

Referring now to FIGS. 9-9C, the manner of associating attributes of one image region with another image region is explained. It should be noted that this technique assumes that certain positional relations exist between regions of images belonging to a scene class. That is, a scene may have local variations, but scenes belonging to the same class have a similar and generally consistent global organization. For example, in a beach scene class each large image segment across different images is generally similar. For example, the primary image segments in an image of a beach scene may typically correspond to the sky, the water and the beach.

Turning now to FIG. 9, an image 126 is divided into a plurality of image regions 126a-126y. Each of the image regions 126a-126y has a plurality of attributes. Each image region inherits the attributes of its immediate neighbors and each of the relative relations existing between its immediate neighbors and other image regions. Thus, inheritance of relations allows for positional variance during the model creation process. Thus, if one of the attributes of region 126b is the color red as denoted by the “R” and it is below a bluer patch such as patch 126f, then this color, relative relationship pair becomes an attribute of region 126b.
Referring now to FIGS. 9A and 9B, in FIG. 9A image region 126a is red and is shown below a blue patch 126b and in FIG. 9B image region 126c is red and is below a blue patch 126m. Note that the image regions having the R designations in each of 9, 9A and 9B need not be the same exact color. They need only to be generally red. This applies also to the B’s. Assume that these three images are the example images, then ask: what are the consistent relationships between these images. For computational efficiency, in the current system, consistent relationships are only computed between corresponding regions in each of the images. This, however, is not intolerant to positional variations because of the relationship relaxation step. For instance, in image 126, since neighboring regions have inherited their neighbors attributes, then the regions 126a, 126c will have the attributes of region 126b associated with them, while image region 126b will inherit the attributes of both regions 126a, 126c. If both image regions 126a, 126c in images 9A and 9B respectively had similar relationships to the other image patches as region 126b in FIG. 9, then these relationships will be greatly strengthened for the image patch 126b in the resulting model. During detection, the best match will be obtained if the new image had a patch with the attributes of region 126b exactly in location 126b. But, good matches will also be obtained if the new image had a patch with attributes of region 126b in locations 126a or 126c due to the inheritance of attributes. Furthermore, by incorporating the notion of a deformable model, we will also be able to detect new images such as image 126 (FIG. 9C) that preserve the spatial and photometric relationships extracted during the model creation process.

It should be noted that all of the relationships between all of the image patches in FIG. 9 could be computed (e.g. could compute relationships between pairs of image patches triples of images patches, quadruples of image patches etc . . .) and the same computations could be done for FIGS. 9A, 9B where these are the example images. Then each of the combinations could be examined for consistencies. For computational efficiency, however, in the present instance of the technique, relationships between pairs of regions (i.e. pairwise relationships) are computed.

While the use of such high order relations (triples, quadruples etc.) leads to more distinctive class models, their computation gets progressively more difficult. For instance, in an image with n patches, while there are only on the order of n² pair-wise relations, there are on the order of n³ triples.

Referring now to FIGS. 10 and 10A, an example of two synthetic field images 130, and 138 are shown. Image 130 includes image patches 132, and 134 which are blue, and image patch 136 which is green. We use these simple images to illustrate the process of determining consistent inter-patch relations to develop a class model. In view of the simplicity of the images, we have omitted the relaxation process here.

Image 138 includes image patch 140 which is blue and image patches 142 and 144 which are green. The relative relationships for each of the respective field images have been computed and for each image patch, the relations have been reduced to vertical directional equivalence classes. These relations are shown in Table 1. It should be noted that in this example, colors are quantized into mainly blue or mainly green components and that relative colors are computed only with respect to the blue and green components. It should be noted that relative colors are computed only with respect to the blue and green components. Colors are quantized into mainly blue or mainly green categories.

From this set of relative relationships, consistent relationships between the two example images are identified. Thus, in this particular example the consistent relationships between field image 130 and field image 138 are that an upper patch must have more of a blue component than a lower patch which, in turn, must have more of a green component than the upper patch.

This is pictorially represented in FIG. 10b as model 145 provided from image patches 146, 147. Arrows 148, 149 denote the relative spatial and photometric relationships between image patches 146, 147.

Referring now to FIGS. 10c and 10d, an image of a mountain scene 150 has been scrambled and randomly reassembled to create image 152. Images 150, 152 together illustrate that it is the overall organization rather than the unstructured color and texture statistics are important for recognition or classification of a scene. Thus, the configural recognition approach of the present invention uses global organization with relative relationships.

Since the technique of the present invention uses relative relationships, such as relative relationships between spatial and photometric attributes, while image 150 when provided to a mountain template would be recognized as an mountain image scene, image 152 on the other hand would not, even though it contains all of the same image patches as image 150. This is because the image patches would not have the correct relative spatial and photometric relationships.

Conventional image retrieval systems, on the other hand, which merely use color histograms or other techniques such as local texture statistics should recognize image 152 as a mountain image since the image contains all the local components of a mountain image scene.

Referring now to FIGS. 11 and 11A, a plurality of example images 160–166 are provided to a relationship processor. The images were designed so as to include predetermined image patches 160a, 160b, 160c. The relationship and association processors automatically identified

<table>
<thead>
<tr>
<th>Patch</th>
<th>Color</th>
<th>Relative Color to Other Patch</th>
</tr>
</thead>
<tbody>
<tr>
<td>132</td>
<td>Blue</td>
<td>above N/A</td>
</tr>
<tr>
<td>133</td>
<td>Blue</td>
<td>below same</td>
</tr>
<tr>
<td>134</td>
<td>Blue</td>
<td>below more blue than</td>
</tr>
<tr>
<td>135</td>
<td>Blue</td>
<td>above less green than</td>
</tr>
<tr>
<td>136</td>
<td>Green</td>
<td>above more green than</td>
</tr>
<tr>
<td>137</td>
<td>Green</td>
<td>below less blue than</td>
</tr>
</tbody>
</table>

Example Image 130 (FIG. 10A)

<table>
<thead>
<tr>
<th>Patch</th>
<th>Color</th>
<th>Relative Color to Other Patch</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>Blue</td>
<td>above N/A</td>
</tr>
<tr>
<td>141</td>
<td>Blue</td>
<td>below more blue than</td>
</tr>
<tr>
<td>142</td>
<td>Green</td>
<td>above less green than</td>
</tr>
<tr>
<td>143</td>
<td>Green</td>
<td>below same</td>
</tr>
<tr>
<td>144</td>
<td>Green</td>
<td>above more green than</td>
</tr>
<tr>
<td>145</td>
<td>Green</td>
<td>below less blue than</td>
</tr>
</tbody>
</table>

Example Image 138 (FIG. 10A)
that the most consistent relative spatial and color relationships among all the images patches existed between patches 160a, 160b, 160c: in images 160–166. The learned concept may be pictorially expressed, as shown in FIG. 11A, which indicates that image patch 172 is more red than image patch 174 and image patch 176, image patch 172 is less green than image patch 174, and more green than image patch 176, image patch 172 is less blue than patches 174 and 176.

A possible modification of the existing system involves grouping together image patches with similar attributes and relative relationships to other regions in the image. Thus FIG. 12, includes an image 190 having a plurality of grouped regions 192, 194, and 196. Regions 192–196 are formed by grouping together patches which have similar colors and more importantly similar relationships to other patches in the image. The grouped image regions are then supplied to the relation detector which determines consistent relationships between these groups across several images. This technique reduces computational complexity of consistent relation detection by reducing the number of image regions that need to be considered.

Changes in the apparatus and methods herein disclosed will occur to those skilled in the art and various modifications and embodiments are envisioned which may be made without departing from the scope of the invention. The matter set forth in the foregoing description of the disclosed network and the accompanying drawings is offered by way of illustration. Consequently, the invention is to be viewed as embracing each and every novel feature and novel combination of features disclosed herein and is to be limited solely by the scope and spirit of the appended claims.

What is claimed is:

1. An image processing method comprising:
   (a) identifying a plurality of properties in the selected low-frequency subsampled transformed image and representing each of the plurality of properties as a value; and
   (b) storing the values in a storage device.
2. The method of claim 1 wherein providing a low-frequency subsampled image includes retrieving an image from an image storage device.
3. The method of claim 2 wherein generating at least one resolution image includes:
   (a) retrieving an original image from the image storage device;
   (b) transforming the original image into a plurality of transformed images, each of the plurality of transformed images corresponding to the original image at a different level of low-frequency content;
   (c) subsampling each of the plurality of transformed images to provide a plurality of low-frequency subsampled images.

4. A method of building a class model comprising:
   (a) first selecting a plurality of different low-frequency subsampled images, each of the low-frequency subsampled images belonging to a predetermined class of images;
   (b) after the selecting step, partitioning each of the plurality of low-frequency subsampled images into a plurality of image regions;
   (c) for each of the plurality of images, performing:
     (1) selecting an image region from the plurality of image regions;
     (2) computing a plurality of relative relationships between at least one property of the selected image region and a like property of selected ones of other image regions in the image;
     (3) selecting a next image region; and
     (4) repeating steps (2) and (3) for each of the plurality of image regions in the image.
5. Identifying relative relationship of region properties in each of the image regions which are consistent between each of the plurality of images; and
6. For each of the relative relationships, storing a value representative of the relative relationship in a storage device.
7. The method of claim 6 further comprising:
   (a) first selecting a plurality of different low-frequency subsampled images, each of the low-frequency subsampled images belonging to a predetermined class of images;
   (b) after the selecting step, partitioning each of the plurality of low-frequency subsampled images into a plurality of image regions;
   (c) for each of the plurality of images, performing:
     (1) selecting an image region from the plurality of image regions;
     (2) computing a plurality of relative relationships between at least one property of the selected image region and a like property of selected ones of other image regions in the image;
     (3) selecting a next image region; and
     (4) repeating steps (2) and (3) for each of the plurality of image regions in the image.

8. The method of claim 7 wherein generating at least one resolution image includes:
   (a) retrieving an original image from the image storage device;
   (b) transforming the original image into a plurality of transformed images, each of the plurality of transformed images corresponding to the original image at a different level of low-frequency content;
   (c) subsampling each of the plurality of transformed images to provide a plurality of low-frequency subsampled images.

9. A method of building a class model comprising:
   (a) first selecting a plurality of different low-frequency subsampled images, each of the low-frequency subsampled images belonging to a predetermined class of images;
   (b) after the selecting step, partitioning each of the plurality of low-frequency subsampled images into a plurality of image regions;
   (c) for each of the plurality of images, performing:
     (1) selecting an image region from the plurality of image regions;
     (2) computing a plurality of relative relationships between at least one property of the selected image region and a like property of selected ones of other image regions in the image;
     (3) selecting a next image region; and
     (4) repeating steps (2) and (3) for each of the plurality of image regions in the image.

10. The method of claim 9 further comprising:
    (a) selecting an image region from the plurality of image regions;
    (b) computing a plurality of relative relationships between at least one property of the selected image region and a like property of selected ones of other image regions in the image;
    (c) selecting a next image region; and
    (d) repeating steps (2) and (3) for each of the plurality of image regions in the image.

15. An image processing system comprising:
means for providing a low-frequency subsampled image
from an original image;
a region partitioner means for dividing the low-frequency
subsampling region into a plurality of image regions,
each of the plurality of image regions having a plurality
of properties; and
a relationship processor for identifying a relative relation-
ship between a first property in the first one of the
plurality of image regions and a second one of the
plurality of image regions.
16. The method of claim 15 wherein partitioning each of
the plurality of low-frequency subsampled images into a
plurality of image regions includes partitioning each of the
plurality of images into a plurality of like-sized image
regions.
17. The apparatus of claim 16 further comprising an
association processor for associating the relative relation-
ships of the second one of the plurality of image regions with
the first one of the plurality of image regions.
18. The apparatus of claim 17 further comprising means
for defining at least one absolute relationship between at
least one attribute of a first one of said plurality of image
regions and a second one of said plurality of image regions.
19. A method of building a class model comprising the
steps of:
(a) selecting a plurality of different low resolution images,
each of the images belonging to a predetermined class
of images;
(b) partitioning each of the plurality of images into a
plurality of image regions;
(c) for each of the plurality of images, performing the
steps of:
(1) selecting an image region from the plurality of
image regions;
(2) computing a plurality of relative relationships
between at least one property of the selected image
region and a like property of selected ones of other
image regions in the image;
(3) selecting a next image region; and
(4) repeating steps (2) and (3) for each of the plurality
of image regions in the image;
(5) identifying relative relationships of region proper-
ties in each of the image regions which are consistent
between each of the plurality of images; and
(d) for each of the relative relationships, storing a value
representative of the relative relationship in a storage
device;
(e) expressing predetermined ones of the relative relation-
ships of each image region as an equivalence class
wherein each relative relationship may be expressed as a
corresponding one of a plurality of equivalence
classes; and
(f) associating each of the relative relationships from a
first image region with a second different image region,
wherein the second different image region has at least
one boundary point which contacts the boundary point
of the first image region.
20. The method of claim 19 further comprising a step of
determining if any of the plurality of low resolution images
include a predetermined image property.
21. The method of claim 20 wherein the step of parti-
tioning each of the plurality of images into a plurality of
image regions includes a step of partitioning each of the
plurality of images into a plurality of like-sized image
regions.
22. The method of claim 19 wherein the step of selecting
a plurality of different low resolution images includes a step
of retrieving an image from an image storage device.
23. The method of claim 19 wherein the relative relation-
ships correspond to relative spatial relationships between at
least one property of the selected image region and a like
property of selected ones of other image regions in the
image.
24. The method of claim 19 wherein the relative relation-
ships correspond to relative photometric relationships
between at least one property of the selected image region and
a like property of selected ones of other image regions in the
image.
25. The method of claim 19 further comprising the steps
of:
retrieving a digital image from a database; and
partitioning the digital image into a plurality of image
regions.
26. A method of generating a class model comprising the
steps of:
providing a reference image;
first eliminating high frequency image components from
the reference image to produce a low frequency image;
after the eliminating step, subsampling the low frequency
image to provide a low resolution image;
after subsampling, selecting from the low resolution
image a first low resolution image region from a
plurality of low resolution image regions in the low
resolution image, the first low resolution image region
comprising an array of pixels and having a plurality of
image properties;
identifying a first relative relationship between an image
property of the first one of the plurality of low resolu-
tion image regions and a like property of a second one
of the plurality of low resolution image regions; and
storing, in a storage device, a value representative of the
relative relationship between the image property of the
first and second low resolution image regions.
27. The method of claim 26 wherein the first relative
relationship is a first one of a plurality of relative relation-
ships with each of the relative relationships derived solely
from the low resolution image regions.
28. The method of claim 26 further comprising:
partitioning the low resolution image into a plurality of
image regions, each of the plurality of image regions
having one or more properties; and
computing relative relationships between two or more of
the plurality of image regions.
29. The method of claim 28 wherein computing relative
relationships between two or more of the plurality of image
regions comprises computing relative photometric and spa-
tial relationships between each of the two or more of the
plurality of image regions.
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