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ABSTRACT

Every day, poor data quality impacts decisions made by people in all walks of life, people who are not always aware of the poor quality of the data upon which they rely.  Chengalur-Smith, Ballou and Pazer (1998) explored the consequence of informing decision-makers about the quality of their data.  Their project studied two formats of data quality information (DQI), two decision strategies, and both simple and complex levels of decision complexity.  Their study found variations in the amount of influence across research design. 

A major purpose of this present research is to explore the influence of DQI on decision making under time-constraints and by different levels of experience.  This work will significantly extend the recently developed work of Chengalur-Smith, Ballou, and Pazer.  Two case studies provided additional motivation for considering time-constraints and experience levels.  

Two experiments were conducted using the factors of DQI, time-constraints, and experience levels.  Experiment 1 compared the decision-making results of novices and experts and considered both long and short time-constraints.  Experiment 2 considered general and domain-specific experience, three levels of time-constraints, and two levels of time pressure.  One of the strengths of the research is that 69 Management Information Systems (MIS) professional employees at the United Parcel Services (UPS) corporation participated in the experiments.  In addition, 118 freshmen at Marist College participated. 

The results provide strong evidence that people with broad general experience use DQI much more than novices use DQI.  The studies also show that people with content-specific experience make even more use of DQI than those with broad general experience.  Time-constraints had little effect on the use of DQI in decision-making.  However, the perception of time pressure did influence the use of DQI in decision-making.  
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Every day, poor data quality impacts decisions made by people in all walks of life, people who are not always aware of the poor quality of the data upon which they rely.  Poor data quality is prevalent in organizations both in the private and public sectors.  Both decision-making and data quality have been studied, but there has been very little analysis of the role of information about data quality on decision-making.

Chengalur-Smith, Ballou and Pazer (1998) explored the consequence of providing information about data quality to the decision-maker.  This project studied two formats of data quality information (DQI), two decision strategies, and both simple and complex levels of decision complexity.  Three dependent variables were included: complacency, consensus, and consistency.  Complacency refers to the degree to which the data quality information influenced decisions, consensus to the degree to which the data quality information influenced the ability of groups to agree on a decision, and consistency to the degree to which decision-makers used the data quality information consistently across alternatives.  This exploratory study found that there were variations in the amount of influence across research design. 

Sanbonmatsu, Kardes, and Herr (1992) investigated the effects of informing people about incomplete data in their decision problems.  The “absence of data” represents the data quality completeness dimension. They found that people were influenced by the knowledge of incomplete data and that the influence was toward more moderate decision-making.  

Despite these explorations into data quality and decision-making, there are many unexamined facets to this issue.  There have been no studies that investigate the influence of providing decision-makers data quality accuracy information when there are significant time-constraints.  There also have been no studies that investigate the influence of providing the decision-maker data quality accuracy information when the experience level of the decision-makers is varied.  A major purpose of this present research is to explore the influence of DQI on decision making under time-constraints and by different levels of experience.  This work will significantly extend the recent work of Chengalur-Smith, Ballou, and Pazer. 

This paper documents two experiments that were conducted with the factors of DQI, time-constraints, and experience levels.  Experiment 1 compares the decision-making processes of novices and experts and considers both long and short time-constraints.  Experiment 2 considers general and domain-specific experience, three levels of time-constraints, and two levels of time pressure.  

Two case studies that are illustrative of the possible influence of data quality on decision-making are discussed.  The space shuttle Challenger disaster and the USS Vincennes attack on Iranian Flight 655 are examined and used to portray a variety of issues and arguments developed throughout this paper.  The USS Vincennes mistakenly shot down an Iranian Airbus on July 3, 1988.  The ship’s captain and others stated that their information was ambiguous and that they had to make a decision about appropriate action in approximately three minutes.  These servicemen argued that with more time, they would have verified their information and might not have shot down the Airbus.  Thus, these parties consider the time-constraint a major contributing factor to their final decision.  On the other hand, NASA had studied the problem of O-rings six months prior to the Challenger launch and had a decision process in place that took more than six hours.  NASA decided to launch the space shuttle Challenger, which exploded seventy-three seconds later due to faulty O-rings.  Extra time probably would not have influenced NASA’s launch decision.  

Experience level and expectations may have been contributing factors in both cases.  NASA’s prior experience of successfully launching shuttles, even with known O-ring problems, led them to believe that it was safe to launch the shuttles.  The Captain of the USS Vincennes had been well briefed about hostilities in the Persian Gulf and was exchanging gunfire with Iranian gunboats at the time of the launching of the Airbus.  He interpreted ambiguous data consistent with his expectations and experience.   

Would DQI have made a difference?  Do decision-makers react differently to DQI under time-constraints?  Do experts react differently than novices?  The purpose of this thesis is to explore in-depth issues such as these. 

Problem Statement

The Problem Statement section summarizes the importance of data quality and its effects on decision-making in both the public and private sectors.  This section also introduces the concept of data quality information (DQI) and the possible role DQI plays in decision-making.  DQI is a very new topic and has only recently been explored in formal research.  Finally, the decision-making paradigm used for this study is reviewed and the problem statement and related research questions are discussed. 

Data Quality Importance

Data quality is one of the most critical problems facing organizations today.  As executives become more dependent on information systems to fulfill their missions, data quality becomes a bigger issue in their organizations.  Poor data quality is pervasive and costly (Davenport, 1997; Redman, 1998; Orr, 1998).  “There is strong evidence that data stored in organizational databases are neither entirely accurate nor complete” (Klein, 1998).  

In industry, error rates up to 75% are often reported, while error rates up to 30% are typical (Redman, 1996).  One percent to 10% of the data in mission-critical databases may be inaccurate (Klein et al., 1997).  More than 60% of surveyed firms had problems with data quality (Wand and Wang, 1996).  In one survey, the respondents complained of poor quality data as follows: 70% reported their jobs had been interrupted at least once by poor quality data; 32% experienced inaccurate data entry; 25% reported incomplete data entry; 69% described the overall quality of their data as unacceptable; 44% had no system in place to check their data (Wilson, 1992).  

Problems with data quality may lead to real losses, both economic and social (Wang et al., 1994; Wilson, 1992).  While losses occur due to poor data quality, it is difficult to measure exact extent of these losses.  Davenport states, “no one can deny that decisions made based on useless information have cost companies billions of dollars” (Davenport, 1997, p. 7). 

Costs may be illustrated through several impacts, such as reduced customer satisfaction, increased expenses, reduced job satisfaction, impeded re-engineering, hindered business strategy, and hindered decision-making (Redman, 1996; Wilson, 1992).  Poor data quality also affects operational, tactical, and strategic decision-making (Redman, 1998).  Davenport (1997) describes a manufacturing problem in which managers needed more scheduling information and so implemented an expensive information system.  However, because line managers supplied inaccurate data to the new system, its implementation did not improve production scheduling. 

Poor data quality spreads beyond the organizational database.  The problem of poor data quality is prevalent in many, if not all, markets to varying degrees (Kingma, 1996).  Whenever information is bought and sold, there is the potential for the problem of imperfect information to cause market failure (Kingma, 1996).  The interaction of quality differences and uncertainty may explain important institutions in the labor market (Akerlof, 1970).  The economy is so universally affected that whole new markets (e.g., legal guides, consumer magazines, credit reporting agencies, seals of approval, endorsements, etc.) have evolved specifically to correct for problems of low-quality information (Akerlof, 1970; Kingma, 1996). 

Poor data quality has many impacts on decision-making.  As Kingma states, “Each decision is a choice among competing alternatives” (Kingma, 1996, p. 3).  People make choices based on limited resources (data), and misinformed people tend to make poor decisions (Kingma, 1996).  

Exactly how poor data quality affects decision-makers is not completely known (Chengalur-Smith et al., 1998).  However, it is clear that if data are wrong, any decision based upon that data may be wrong. When doctors, lawyers, weather forecasters, mechanics, etc., make decisions using poor quality information, there is a greater risk that their conclusions are wrong.  Conversely, if data is 100% reliable, conclusions are much more likely to be correct.  If a decision-maker was certain that his or her data was wrong, then the decision-maker would not rely on the data.  Kingma said that a suspicion of low quality data influences decision-making (Kingma, 1996).  

Selling a used car provides a good example of the effect the suspicion of poor data quality can have on decision making.  A buyer is only willing to pay less than the true value of a used car because the buyer cannot rely on the seller’s information.  Poor data quality leads to a reduction in the average quality of goods and a shrinkage of the market (Kingma, 1996; Akerlof, 1970).

There are examples of serious negative impacts of poor data quality in the public sector as well as the private sector.  The pervasiveness of poor data quality extends into our most advanced technological projects.  It can be argued that the USS Vincennes’ decision to shoot down an Iranian Airbus in 1988 due to poor data quality, and that the decision to launch Challenger was flawed in part due to poor data quality.  An examination of these two situations provides motivation for some of the experimental issues considered in this work.

As data becomes a corporate resource, more sharing of data takes place, especially in data warehouses (Haisten, 1995; Inmon, 1992).  The different users and uses of data may have different quality demands; what is adequate for one user may not be adequate for another user (Tayi and Ballou, 1998; Orr, 1998).  For example, accuracy levels may be adequate for one group, whereas timeliness issues make the data inadequate for another group.  In addition, local files may be incompatible with other local files, making it difficult and costly to aggregate databases.  Another problem is the increasing use of “soft” or unverifiable data in corporate databases (Tayi and Ballou, 1998).  As much as 60% of the data being entered into a data warehouse may contain errors (Orr, 1998).  Up to half of the cost of creating a data warehouse is attributable to poor data quality (Celko, 1995). 

Despite the pervasiveness of poor data quality, users are generally ineffective in detecting errors.  MIS researchers need to develop better theories of human error detection (Klein, 1997).  It is well known that use of certain behavior theories can contribute to improved performance (Taylor et al., 1984; Locke et al., 1981; Locke and Latham, 1984).  For example, Locke and Latham have shown that specific and demanding goals significantly improve performance as compared to vague and easy goals (Locke and Latham, 1984).  Taylor (1984) demonstrated the critical role of specific feedback.  Klein (1997, 1998) has shown that the judicious application of measurements and goals can improve human performance in catching errors in data.  These studies clearly show that people need specific measurements and goals to detect and correct the errors in their data.  However, companies rarely have measures of the quality of their information (Davenport et al., 1992).  Information about data quality may provide these measures.  

An organization desires to know if their employees are conscious of the importance of data quality.  However, it is not sufficient to ask people for self-reports, since people generally report what they think upper management expects to hear (Northcraft and Neale, 1994).  One possible approach is to give randomly selected members of an organization a task that includes data quality information (DQI).  If the DQI is used to influence the task outcomes, then members were sensitive to it.  Conversely, if the DQI does not influence the task outcomes, then people were not sensitive to it.  Chengalur-Smith, Ballou, and Pazer (1998) have begun to explore the possibility of providing information that describes the reliability of data to the decision-makers.  

Data Quality Information

DQI is data about data quality, or metadata (Chengalur-Smith et al., 1998).  In the Chengalur-Smith et al. study and in the present study, DQI refers to the probability of data being accurate
, i.e., the probability that an attribute with a specific value matches the real world situation it is representing.  The reliability of data can range from zero to one, or be omitted (Morrissey, 1990).

DQI can be used as a measure of Morrissey’s (1990) notion of uncertainty.  Uncertainty is a factor that influences decision-making (Fox and Tversky, 1998).  There is natural uncertainty in the values assigned to attributes describing alternatives; DQI provides a measure of that uncertainty.  For example, DQI can be used to measure uncertainty in an apartment hunt task.  In this example, suppose that the only criterion for selecting an apartment is an office commute time of no more than twenty minutes.  The degree of uncertainty indicates that the reliability of the value for a commute time of twenty minutes from the office to an apartment is 70%, giving a DQI equal to .7.  With this information, an apartment hunter can assume that there is a 70% chance of choosing an apartment that fits this criterion and a 30% chance of making a wrong decision (Chengalur-Smith et al., 1998). 

Several researchers have performed studies to determine the effectiveness of  decision-makers in estimating the reliability and probability of data correctness (Kahneman and Tversky, 1982, 1996; Brenner et al., 1996).  These researchers have generally found that people, even experts, tend to ignore the laws of probabilities and statistics when making these judgments.  Since it is known that people make these errors, it would seem valuable to provide DQI with the database.   

DQI may be specific to an individual data item, such as the intersection of a row and column in a relational database table, or may be general, such as the quality of the overall database environment.  Problems in an overall database environment can be visualized by considering the combination of a variety of legacy systems that have different definitions, architectures, and purposes used to build a data warehouse.  In addition, there is a large variety of data sources on the World Wide Web.  The combination of erroneous legacy systems and emerging data sources on the World Wide Web may leave the user with a feeling of uncertainty about the quality of his or her databases.  Motro and Smets (1996) have begun to rate the various sources of data as to their quality.  However, it is still not clear how and under what circumstances people use the DQI, especially as it relates to decision-making.  

The richness of DQI may be illustrated by the notion that DQI is not necessarily a single reliability number, although for initial exploration purposes a single number may be used.  The various dimensions of data quality may yield various DQI measures.  For example, there may be an accuracy measure, a timeliness measure, a relevancy measure, and so forth for some or all of the data items in question.  Wang and Strong (1996) provide a thorough exploration of the dimensions of data quality.

A typical application of DQI might be to solve a decision problem in which the selection of a preferred alternative solution must be made from a group of many alternatives.  Each alternative may have different values for each of its characteristics or attributes.  For example, attributes to be considered when choosing a pre-owned automobile include mileage, reliability, color, safety, cylinders, brakes, engine, and so forth.  The values of some of these data attributes are known with certainty but others with only probabilities (Payne, 1993).  There is a variety of decision-making strategies for a decision-maker.

The decision-maker may look at one attribute for all alternatives using established cutoff points for each attribute, and then simply pick the alternative that survives the cutoffs.  At the other extreme, the decision-maker may build a complex algorithm to weigh and combine the values of all attributes to form single “scores” for each alternative.  Payne provides a comprehensive discussion of decision-making strategies; summary highlights of his study are included in the literature review portion of this paper (Payne, 1993).   

Returning to the used car example: suppose the decision-maker believed his or her automobile information to be 50% or 70% reliable.  The “reliability” or DQI may be used in an expected utility (Simon, 1983; Kingma, 1996) algorithm as follows.  The expected benefit is (reliability percentage * asking price) + (unreliability percentage * least worth).  Since the buyer does not know with certainty the quality of the used car, he or she expects a lower benefit than that from a good used car.  If the reliability of the information is 90% (that is, there is a 90% chance the seller’s information is correct), then there is a 10% chance that the car the buyer is considering is a dud. One can use this reliability information to compute the expected benefit
 (Kingma, 1996). 

This paper has addressed DQI in terms of reliability numbers to this point, but it is also possible to use words or ordinal expressions of DQI.  For example, one could say that the reliability of the data is above average or below average instead of .7 or .2.  Research indicates that the format of information display does make a difference (Johnson et al., 1988; Stone and Schkade, 1991; Schkade and Kleinmuntz, 1994; Shneiderman, 1992).  It follows that the format of DQI may make a difference.  Chengalur-Smith et al. (1998) found relationships between DQI format and decision processes when moderated by other factors. 

Despite all of the research on the dimensions and importance of data quality, theoretically grounded methodologies for Total Data Quality Management are still lacking (Wang, 1998).  One small step in the right direction would be to determine the value and ways to use data quality information. 

This new field of DQI has the potential to influence database management and related systems, providing a basis for total data quality management.  DQI is likely to influence the way we look at Decision Support Systems (DSS) and Management Information Systems (MIS), and may become the next big movement in reengineering, quality analysis, and quality management fields.  

Research Questions

How Does DQI Affect Decision-making?

The ways in which DQI affects decision-making have only recently been explored (Chengalur-Smith et al., 1998).  The Chengalur-Smith group developed the following model to discuss the impact of DQI on decision-making. 



Figure 1. Model of Chengalur-Smith et al.
The model of the Chengalur-Smith et al. research illustrates that, first and foremost, data quality has an effect along influence line a on Decision Quality.  Secondly, the figure shows that DQI moderates the Data Quality and Decision Quality Relationship (see line b).  The format (numeric or ordinal) of the DQI moderates the effects of the DQI, as noted in line c.  Lastly, decision process and task complexity are considered.  

The researchers considered two formats of DQI under two levels of task complexity and two different decision strategies, as well as a control group with no DQI  (Chengalur-Smith et al., 1998).  There was no consistent effect of DQI across formats.  Five out of six groups were complacent (did not use the DQI) under the conjunctive
 decision process (Chengalur-Smith et al., 1998).  It appears that with a cutoff decision-making strategy, DQI is ignored.  Under the compensatory
 decision process, the researchers found that 50% of the groups were complacent and 50% of the groups were not complacent (Chengalur-Smith et al., 1998).  The interval format of DQI, when used with the weighted additive decision-making strategy, yielded the least complacency.  

The domain of this study included three dimensions with two facets of Decision, two facets of Task and three facets of DQI, as shown in Figure 2.  There were a total of 12 research cells.


Figure 2. Domain of Chengalur-Smith et al.
While Chengalur-Smith et al. studied three main variables, there are more that should be studied.  It would seem logical that with more time and higher experience levels, the value and use of DQI would increase.  For example, measures of accuracy become more important under time pressure (Ballou and Pazer, 1995).  Also conventional wisdom suggests that the effective use of DQI “depends to some degree on the sophistication of the user” (Chengalur-Smith et al., 1998, p. 4).  Thus, the present study will explore decision-making and DQI with time-constraints and experience levels.

Do Patterns of Decision Choices Using DQI Differ Based upon Different Levels of Experience?  

Chengalur-Smith et al. hold that when a decision-maker is familiar with the data, the decision-maker may be able to use intuition to compensate for any data quality problems (Chengalur-Smith et al., 1998).  However, this proposition has not been properly tested.  For example, decision-makers may have conflicting knowledge and experiences.  The most experienced engineers objected to the Challenger launch, but the administrators, who had much experience in launching with known O-ring defects, pressed for the decision to launch.

How Does Time Pressure Affect Multi-Attribute Alternative Decisions that Involve DQI?

Relatively little research has focused on how time pressure affects decisions involving multi-attribute alternatives.  Generally, the less time available, the greater the complexities of the decision task.  Time pressure is a realistic characteristic of decision situations ((Payne et al., 1993) and is well illustrated in the U.S.S. Vincennes case presented in this paper.  However, time-constraints with DQI have not been tested until the current study.

New Model with Time and Experience Variables

The present study considers the new variables of time and experience as illustrated in Figure 3.  They are shown as line e moderating the effects of data quality, line a, on decision-making.




Figure 3. Current Study
In the model being investigated in this paper, Data Quality influences Decision Quality along line a.  As shown by line b, DQI moderates the Data Quality and Decision Quality relationship.  Also, the format of the DQI, line c, affects the amount of influence that DQI has on that relationship.  Task Complexity, line d, continues to moderate the main relationship depicted by line a.  The two new moderators that must be considered are the time pressure to complete tasks and the experience level of decision-makers.  



Figure 4. Facets of the new model
The primary research focus of this paper is to explore this extended model through experimentation, using subjects possessing a wide variety of experience and employing drastically different time-constraints, which are defined in the research methods section.  The secondary focus is to discuss two major technological disasters that occurred in the last quarter of the twentieth century.  The discussion of these disasters include noting where data quality was an implicated problem, determining if DQI would have helped the decision-making processes, and exploring the different roles of time pressure and experience levels.

This leads to the following specific research questions:

1. What effects and interactions exist, if any, between DQI and Experience Level when applied to decision-making?

2. What effects and interactions exist, if any, between DQI and Time Pressure when applied to decision-making?

3. What effects and interactions exist, if any, between DQI, Time Pressure, and Experience Level when applied to decision-making?

4. For questions 1 and 3 above, is there a variation between general experience and task-domain-specific experience?

5. In exploring for potential moderator variables and competing hypotheses, this paper also asks if there are correlations between DQI and the following variables, both main effects and interactive effects: 

· Age

· Gender

· Education

· Management experience

· Confidence in decision-making

Literature Review

The major categories of research that this work focuses on are decision-making, data quality, experience level, time-constraints, format of quality information, and information overload.  The following literature review addresses each of these areas.

Decision-making Paradigm 

As recently as the beginning of the 1990s, Loomes said that “It may well be that any attempt to find a single unified model of individual decision-making under risk and uncertainty will fail simply because no such model actually exists” (1991, p. 105).  Thus, any work helping to shape a decision-making model will move the field of decision-making forward.  The study of DQI in the context of decision-making is just such a step.

Decision-making is a response to problems where the problems include choices from among a set of corrective alternatives (Kingma, 1996).  Psychological and cognitive factors influence the decision-making process (Northcraft and Neale, 1994).  Because different people handle risk and uncertainty in different ways, no single model can accommodate all decision-makers.  Further complicating the issue, decision-makers also may use a variety of models to deal with different problems (Loomes, 1991; Payne et al., 1998).  

Rational Model

The decision-making process has five distinct steps (Northcraft and Neale, 1994).  This five step decision-making process is often referred to the “rational model” based on work of Herbert Simon and James March in the late 1950s (March and Simon, 1958).  Rationality suggests that a decision is based upon a scientific approach in which all information is gathered, examined, and weighed in evaluating alternatives (Northcraft and Neale, 1994).  The five steps in the rational model are:  

1) Recognize and define the problem

2) Search and collect information

3) Generate alternative solutions to solve the problem

4) Evaluate the alternatives and select one alternative

5) Implement the selected alternative

Some researchers condense these five steps into three main sub-processes: information acquisition, evaluation of information, and expression of decision (Payne et al., 1993).  Turban says that the scientific approach to managerial decision-making follows five steps: 1) define problem; 2) categorize problem; 3) construct a mathematical model to describe problem; 4) find potential solutions through calculations and evaluate them; and 5) choose the best one (Turban, 1996).

Using the rational model, we would expect a decision-maker to consider thoroughly all alternatives in order to determine the “best” alternative.  However, actual decision-making typically falls short of the rational ideal (Simon, 1957; Simon, 1983; Northcraft and Neale, 1994).  The discrepancy between the ideal and the actual can occur for a variety of reasons: the decision-makers may have incomplete information, they may only partially or imperfectly imagine the decision results, they may only have time to consider a subset of the alternatives, or, more generally, discrepancies may occur because human processing capabilities are limited (Simon, 1983; Northcraft and Neale, 1994). 

Bounded Rational Model

Simon (1957) proposed a “Bounded Rationality” model that characterizes decision-making in realistic terms and has been widely accepted.  Decision-makers limit their perspective (ignoring some alternatives and compromising some goals) in order to maintain a manageable subset of information.  The Bounded Rationality model suggests that decision-makers look for shortcuts and heuristics to reduce information-processing demands. 

Judgmental heuristics summarize past experiences and provide an easy method to evaluate the present (Northcraft and Neale, 1994).  Heuristics provide a substitution for otherwise complex and lengthy collection, compilation, and analysis of information.  Tversky and his colleagues have shown that judgments made with heuristics while under conditions of uncertainty lead to common and repeated errors (Tversky and Kahneman, 1974; Shafir and Tversky, 1992).  Tversky identified three main areas of errors as follows: 

· Representativeness: error in judging something to be a member of class because it has attributes that are “representative” of the class when the prior probabilities indicate a different choice is more appropriate;

· Availability: judgments based upon the ability or inability to imagine or recall similar instances; and 

· Anchors: inability to move away from an initial starting point in the face of evidence (Tversky and Kahneman, 1974). 

However, in spite of the overwhelming evidence of errors, people continue to use heuristics largely due to the lower amount of effort (cost) required to perform heuristics (Payne, 1993).  For example, decision-makers may accept the first alternative that satisfies a problem rather than continuing to search for the optimal solution
 (Northcraft and Neale, 1994).  Decision-making is often characterized by tentativeness, searching, and the use of weak methods (heuristics) that are representative of novice-like problem solving (Langley et al., 1987).

Decision-making Strategies

A decision-making strategy is a method of sequencing operations for searching through the decision problem space (Payne, 1993).  The decision strategy is the method by which people acquire and combine information to make decisions (Jarvenpaa, 1989).  This combination of information may include weight, priority, and salience of attributes related to other attributes (Payne, 1993).  

Different strategies limit the amount or type of information processed in various ways.  For example, cutoff values are hurdles that minimize the need to process all attributes.  Cross-attribute comparisons may limit the need to calculate and weigh all attributes (Payne, 1993).  Other considerations include: conflict between values when no one option meets all objectives, single strategies or combinations of possible strategies, a priori or spontaneous strategies, amount of effort, and degree of accuracy (Payne, 1993).  

There are several approaches to decision-making.  One approach depends upon whether the evaluations are made based on certain cutoffs of specific attributes versus compensatory averaging and weighing of attributes (Payne, 1993).  Cutoff values are often called hurdles.  This strategy requires that each alternative pass certain minimum cutoff values, regardless of the values of the remaining attributes.  The compensatory strategy allows for low scores on some attributes if there are high scores on others, focusing on the overall average rather than individual attribute scores.

Another decision-making approach considers alternative processing versus attribute processing (Jarvenpaa, 1989).  Alternative processing considers all information on all attributes for a specific alternative before any other alternative is considered.  Attribute processing considers all information for all alternatives for one attribute before considering other attributes (Jarvenpaa, 1989).  Sujan (1985) distinguishes between category-based decision-making (alternative processing) and piecemeal decision-making (attribute processing).  Category-based decision-making is faster, puts more focus on overall choice, has fewer references to specific attributes, and offers decision-making speed based on expertise (Sujan, 1985).  Therefore, under time pressure we would expect to see more category-based processing by experts than by novices.

There are specific variations within these approaches, such as alternative by alternative pair-wise comparisons and comparisons of each alternative to the final goal without direct reference to the other alternatives (Northcraft and Neale, 1994, p. 146).  There are at least seven different methods, plus many combinations thereof, for evaluating alternatives and their attributes (Payne, 1993; Gilliland, 1993).  The seven basic methods are:

· Weighted Additive (WADD)

· Equal Weight Heuristic (EQW)

· Satisficing Heuristic (SAT)

· Lexicographic Heuristic (LEX)

· Elimination by Aspects (EBA)

· Majority of Confirming Dimensions (MCD)

· Frequency of Good and Bad Features (FRQ)

Weighted Additive (WADD)

In this technique, the decision-maker establishes weights for each attribute and then acquires data values for each attribute of each alternative.  The decision-maker then multiplies the weights by the attribute values and sums these products across each alternative.  Finally, the decision-maker selects the best alternative based on final overall scores.  WADD is considered to be compensatory because weak values of individual attributes may be compensated for by strong values of other attributes.

Payne (1993) says that people more often than not use decision-making rules that are simpler than WADD.  He claims decision-makers use heuristics to make the decision problem simpler, reducing the amount of information processed and making the processing itself easier.

Equal Weight Heuristic (EQW)  

In the Equal Weight Heuristic approach, the decision-maker assumes that all attributes have equal weight and processes all alternatives and attributes.  EQW is an accurate simplification of the decision-making process (Einhorn and Hogarth, 1975).

Satisficing Heuristic (SAT) 

SAT refers to the process of finding a satisfactory solution without being concerned about finding the absolute optimal solution.  Instead of processing and evaluating all aspects of all possible alternatives, decision-makers reduce the volume of detail and the complexity of a problem by sequentially considering alternatives.  Alternatives are compared one by one in sequence against a set of criteria; the first alternative to meet all criteria becomes the choice.  In this method, some alternatives may not be considered, thus reducing information and time while yielding a satisfactory solution (Northcraft and Neale, 1994).

Lexicographic Heuristic (LEX)

The LEX procedure determines the most important attribute and then examines the values of all alternatives on that attribute.  The alternative with the best value on the most critical attribute is selected.  In the case of a tie, the second most important attribute is considered and so on until the tie is broken (Payne, 1993).

Elimination by Aspects (EBA)

EBA employs a “cutoff” technique in which minimum values are set for each attribute or for specific attributes.  Any alternative that has an attribute that does not meet the cutoff is eliminated.  An example is eyesight for pilot license applications; there can be no blind pilots, and thus a vision requirement becomes a cutoff attribute.  A candidate may be the best on all other attributes but is rejected on the basis of one attribute. 

Majority of Confirming Dimensions (MCD)

In considering all possible alternatives with many attributes, the decision-maker may pick the alternative with the highest number of attributes that meet certain minimum values; this is called the MCD method.

Frequency of Good and Bad Features (FRQ)

The decision-maker establishes a cutoff that is used to determine “good” and “bad” features for each attribute.  The decision-maker counts the number of good attributes and the number of bad attributes for each alternative, then attempts to choose the alternative with the most good and the fewest bad features.  There may be variations. 

Combined Strategies

This common decision-making technique combines decision-making strategies.  For example, a decision-maker might use a cutoff strategy to reduce the number of alternatives, then use a compensatory technique to evaluate the remaining alternatives.

Data Quality

While there is no single definition of data quality, it is clear that accuracy, timeliness, consistency, and completeness are among the variables most frequently used to represent data quality (Klein, 1997, p. 170; Wang and Strong, 1996; Ballou et al., 1997; Ballou and Pazer, 1985; Redman, 1996).  Recently, Ballou and Tayi stated that data quality may be best defined as “fitness for use” (Ballou and Tayi, 1998).  Fitness for use adds a relative dimension to data quality considerations.  The same initial variables, e.g., accuracy, timeliness, etc., are referred to, but now are taken in the context of the user and the data together. 

Accuracy generally means that the recorded value conforms to the actual real world value; Davenport (1997) explains that accuracy refers to lack of errors.  Accounting Information Systems data quality is the presence or absence of errors in the accounts (Kaplan et al., 1998).  Because the receiver of the data should trust the data’s accuracy, 1997), a reliability measure such as DQI may be useful.

Timeliness generally means that the recorded value is not out-of-date (Klein, 1997; Ballou and Pazer, 1995; Wang et al. 1994), but this factor is also situation specific (Davenport, 1997).  For example, a strategic planner may confidently use information that is several years old, but a production manager must have data within the hour to make proper decisions (Davenport, 1997).

Completeness refers to “the degree to which values are present in a data collection” (Ballou and Pazer, 1985).  Completeness focuses on whether all values for a certain variable are recorded, all attributes for an entity noted, and all records for a file recorded.

Consistency means the representation of the data values is the same in all cases (Ballou and Pazer, 1985).  Consistency implies that there is no redundancy in the database.  Both the Challenger and the Vincennes experienced inconsistencies due to redundancy problems.  

Data relevance is also recognized as a key dimension in data quality (Tayi and Ballou, 1998; Wang, Strong, and Guarascio, 1994; Orr, 1998; Morrissey, 1990; Davenport et al., 1992; Redman, 1996).  Relevance refers to the applicability of data to a particular issue by a particular user.  For example, if the data can be directly used toward solving a business decision, then it is relevant (Davenport, 1997).  Orr (1998) states that data quality is a function of its use and will be no better than its most stringent use.  Consumers have a much more expanded concept of data quality than do Information Systems professionals.  Economists relate quality and uncertainty (Akerlof, 1970). 

Wang et al. (1994) used surveys to investigate characteristics of data quality from the data consumer perspective and found that data accuracy was most important. 

Ballou and Pazer (1995) used computer simulation to examine two of the most commonly agreed upon characteristics of data quality: accuracy and timeliness.  They concluded that when timeliness is critical, more attention should be paid to accuracy, and vice versa. 

Some researchers have stated that data quality is a measure of the data views in a database against the same data in the real world (Orr, 1998).  Data quality ratings thus would refer to the degree of match; a 100% rating would mean there is a perfect match between the real world and the database, whereas a 0% match would indicate that there is no match.  

The wide number of dimensions for defining data quality, coupled with the increase in soft data and aggregated data warehouses for use by many, provides some insight into the difficulty of defining data quality indicators.

Despite all of the research on the dimensions of data quality and the importance of data quality, theoretically grounded methodologies for Total Data Quality Management are still lacking (Wang, 1998).  Wang has made a start in this direction.  Borrowing from the field of Total Quality Management, we know that metrics are needed for continuous analysis and improvement and that the key to measurement is the development of metrics (Wang, 1998).  DQI may provide these needed metrics, but it remains to be established how and if different levels of users use DQI and if time pressure is a factor in that use.  This present paper is an exploration of DQI, user experience, and time-constraints.

The difficulty of distinguishing good quality data from bad quality data is inherent in the business world; this difficulty may explain many economic institutions and be one of the most important aspects of uncertainty (Akerlof, 1970).  Akerlof (1970) describes an automobile selection task that indicates some potential for DQI.  There are four kinds of cars: New Lemons, Used Lemons, New Good, and New Bad.  Consumers buy a car without knowledge of whether it is good or a lemon.  However, they do know that with probability q it is a good car and with probability (1-q) it is a lemon.  Consumers make decisions based upon price and quality of the car.  This task provides an indicator of the potential influence of DQI on decision-makers in the business world.  

Experience Level

Experience level may be operationalized
 in two dimensions.  The first dimension is the content knowledge of the specific domain of the data in question.  The domain-specific knowledge is the degree of experience the decision-maker has with the specific task or closely similar tasks.  Domain-specific knowledge may be explored by studying decision-making processes in which there are varying degrees of experience with the specific task.  

The second dimension is the general level of experience.  The general level of experience may be explored by studying decision-making processes of novice and experienced decision-makers on problems that are relatively equal to both groups. 

Gilliland and his colleagues state that there has been “relative lack of attention given to the study of prior knowledge in the decision making literature” (Gilliland et al., 1994).  Experience level may be a very important variable in DQI research, but there are conflicting possibilities of meaning.  On the positive side, experienced professionals have an increased sensitivity to the possibility of errors in data.  Direct experience with data errors improves performance in detecting data errors (Klein, 1998).  Klein notes that experienced professionals are more likely to be alert to potential errors in a database than novices (Klein, 1997, 1998).  For this reason, it appears that experts would make more use of DQI than novices.

There are potential dangers in assuming that an intuitive feel for the data is positive.  Prior experience influences confidence in judgment but may not influence accuracy (Paese, 1991).  It is not clear if prior experience helps or hurts the decision-maker under conditions of poor data quality.  It is possible that a “feel for the data” may allow a person to rely too much on perceptions and premature judgments.  For example, in Gilliland’s Business Relocation task, many experienced people chose Michigan as the best relocation alternative because they had prior positive experience with Michigan (Gilliland et al., 1994).  However, the experimental data was set up so that Michigan had the worst overall rating of all the alternatives.  People without knowledge and experience of Michigan, and thus without preconceived notions about it, placed Michigan much lower on their relocation alternative lists.  

Complexity and uncertainty may interact with experience.  The more uncertain the environment, the more likely that experience will provide the cues that guide decision-making and that important criteria will not be identified (Hall, 1991).  In other words, when people enter into a situation with preconceived expectations, they are likely to interpret data to be consistent with those expectations. 

Perceptions influence decision-making in much the same way as prior experience (Johnson, 1991).  Hall states that “the perceptual process is subject to many factors that can lead to important differences in the way any two people perceive the same [thing]” (1991, p. 167).  A novice may be more attentive to the current information or new information such as DQI than an expert.  This paper examines the possible differences between novice and experienced decision-makers under conditions of DQI. 

In a stock forecast task, novices were found to be more accurate than “semi-experts.”  In this stock forecast study, the novices were undergraduate students and the semi-experts were graduate students with an average of five years working in a financial area in business.  As a person gains more experience, he or she also gains more beliefs, some of which may be invalid in certain situations.  In complex environments, weak cues may continue to affect judgments.  The addition of even more cues gained from wide experience may be detrimental in two ways: accuracy may decline because the new cues are misused, and the additional cues may increase the complexity of the decision-making process (Yates et al., 1991).

Individuals may evaluate stimuli in two basic modes: piecemeal and categorical (Fiske, 1982; Payne et al., 1993).  Piecemeal refers to the combination of individual evaluations of individual attributes to form an overall opinion of the alternatives.  Categorical refers to the treatment of the alternative as a whole, where the decision-maker evaluates all attributes for a single alternative.  If a person can fit the alternatives into categories, then an overall categorical process is used.  

People attempt the categorical decision-making process first (Payne et al., 1993).  Prior experience and prior knowledge of the task makes it more likely the decision-maker will attempt categorical processing.  Sujan (1985) states that categorical processing is truer for experts than for novices.  Prior knowledge can also affect contingent decision-making (Payne et al., 1993).

Technology may be so complex that it is difficult to see the interrelationships between components.  In this situation, only the most experienced people may develop insights into the interrelationships, and they may not be able to articulate or prove their observations (Perrow, 1984).  Thus, experienced decision-makers may react differently to reliability information about complex interactions than inexperienced people. 

Time-constraints

“Time is a critical variable in any decision process” (Belardo and Pazer, 1995).  Many real world decisions are made under time-constraints.  Time appears to affect quality of decision as well as the choice of decision strategies (Payne et al., 1993; van Bruggen et al., 1998).  Relatively little research has focused on how time pressure affects decisions involving multi-attribute alternatives (Payne et al., 1993; van Bruggen et al., 1998).  Researchers typically study decision-making without time-constraints (Ordonez and Benson, 1997).  In fact, the time factor has not been systematically studied in relationship to DQI, decision-making, and experience levels. 

Time pressure is experienced whenever the time available for the completion of a task is perceived as being shorter than normally required for the activity (Svenson and Edland, 1987).  In prior research, Ordonez and Benson (1997) set experimental time-constraints at one standard deviation below the mean time to complete tasks.  If the distribution is normal, then about 84% of the subjects must complete the task faster than they naturally would.  Van Bruggen and his colleagues used an alternative approach; they suggested using 75% of the median average time (1998).  For the purposes of this paper, the mean was less than the median in both pilot studies; the shorter of the two times was used to help ensure that time pressure was experienced.

Gilliland, Wood, and Schmitt (1994) determined that a twenty-minute time limit to choose among seven alternatives with 12 attributes each provided sufficient time-constraint for his subjects to feel time pressure.  If the intersection of an alternative and an attribute is considered a “cell,” he allowed approximately a minute for every 4.2 cells.  At the same rate, this paper’s complex task would allow about 15 minutes for 63 cells.

Responses to time pressure vary; some responses are similar to reactions to information overload, as discussed below.  Decision-makers may use simplifying heuristics under time pressure (Simon, 1981; Ordonez and Benson, 1997; van Bruggen et al., 1998).  Gilliland et al. (1993) found that, under time pressure, people switch to conjunctive decision-making strategies such as EBA and hurdles (cutoff values).  Presumably, the conjunctive processes reduce complexity and cognitive effort.  Decision-makers may attempt to work faster, i.e., to process more information in the same amount of time (Ben Zur and Breznitz, 1981; Ordonez and Benson, 1997).  Others may process a subset of the total information by filtering out some information (Miller, 1960; Ordonez and Benson, 1997).  

Decision-makers may also change decision-making strategies or lock-in on a known strategy (van Bruggen et al., 1998).  For example, a person might make a random choice or shift from a compensatory strategy involving many calculations to a non-compensatory strategy (Ben Zur and Breznitz, 1981; Payne et al., 1993; van Bruggen et al., 1998).  Combinations of strategies are frequently used.  The combination of acceleration and filtration is considered optimal under severe time pressure (Ben Zur and Breznitz, 1981).  

Payne found a possible hierarchy of responses to time pressure.  Under moderate time pressure, subjects accelerated their information processing and became more selective in their processing.  Under severe time pressure, people accelerated, filtered, and changed toward more attribute-based processing (Payne et al., 1993; Ballou and Pazer, 1985).

In addition to causing processing changes, time pressure also affects accuracy; generally, accuracy is lessened (Zakay and Wooler, 1984; Payne, 1993).  However, Payne found that with an increase in domain-specific experience level, performance improved under time pressure (Payne, 1993).  

Time pressure is considered an element that adds to the complexity of the task.  Payne (1988) found that time pressure leads to elimination-by-aspects-type strategies.  That is, subjects focus on the specific dimensions of interest to them, eliminating those alternatives that do not have a satisfactory level on that dimension.  Russo and Dosher (1983) argued that non-compensatory strategies were more appropriate under time pressure because decision-makers attempt to minimize the complexity under time pressure.

Gilliland, Schmitt, and Wood (1993) postulate that the relationship between information costs and decision accuracy is that as the costs increase, information searches decrease in depth and therefore become more variable across alternatives.  As previously noted, time is often considered to be a cost.  These researchers also postulate that as costs increase, the information searches should become more non-compensatory. 

Alternatives can be compared sequentially, two at a time in a pair-wise fashion.  The better of the two is then compared to the next alternative in sequence.  All alternatives are considered in this fashion while allowing decision-makers to retain less information in their memory.  Pair-wise comparison has been found to be a fast way of making decisions (Northcraft and Neale, 1994).  A study of personnel selection decision-making found that those who evaluated candidates in a sequential manner took significantly less time than those who evaluated the same number of candidates simultaneously (Northcraft and Neale, 1994).  Therefore, if time were a constraint, we would expect decision-makers to use a sequential technique. 

Time and Experience

Time and experience may also interact with DQI.  For example, time-constraints may have more impact on decision-making for novices than for the sophisticated decision-makers (Dukerich and Nichols, 1991). 

Prior experience, like perceptions, may direct an actor toward one alternative solution and truncate the decision-making process early.  “A truncated confirmation search might turn up enough support for a false choice to lead the decision-maker to accept it before disconfirming evidence is uncovered or understood” (Dukerich and Nichols, 1991). 

Format

Research indicates that the format of information presentation influences decision-makers’ choice processes (Johnson et al., 1988; Jarvenpaa, 1989; Stone and Schkade, 1991; Schkade and Kleinmuntz, 1994; Shneiderman, 1992).  It follows that the format of DQI may make a difference in decision-making.  Format may influence choice of decision strategy through the mechanism of reducing relative costs (Stone and Schkade, 1991).  Numbers are easier to calculate than words and therefore lead to compensatory techniques such as weighted averages.  Words may lead to cutoff strategies such as EBA to reduce cognitive effort (Stone and Schkade, 1991).  

Schkade and Kleinmuntz (1994) examined three different types of displays.  They considered the organization of information in matrices versus lists, the form of the information (i.e., numbers versus words), and the sequence of presentation.  In an experimental setting, they found that form “strongly influenced information combination and evaluation” (Schkade and Kleinmuntz, 1994).  Sequence had a limited effect, whereas organization had an effect on information acquisition.  One of their main findings is that numbers (our interval DQI) lead to the use of more complex decision processes than do words (Stone and Schkade, 1991; Schkade and Kleinmuntz, 1994). 

Chengalur-Smith et al. (1998) found relationships between DQI format and decision processes when moderated by other factors; they considered ordinal (word) versus interval (number) information.  Redman (1996) said that between the two choices (poor, good, excellent) and (1, 2, 3) for the domain of a data item, the formal language-based choice is superior because it is less likely to be misinterpreted.  

Jarvenpaa (1989) demonstrated that information presentation format influences decision time and choice of decision strategy.  Russo (1977) observed that display format influences the cognitive demands on memory and attention when people acquire and evaluate information.  In an empirical study, Kacmer (1991) found that text displays led to fewer errors than graphical displays, even though the users preferred the graphical displays.  Shneiderman (1998) presented a study in which the format significantly improved user accuracy.  The format of the information presented can lead users to vastly different conclusions (Kendall and Kendall, 1999). 

Information Overload

Some researchers have focused on information overload as a characteristic of data quality.  Information overload occurs when there is “too much information coming in, too little time to weed out the trash, [and] too little time to respond to what’s important” (Tetzeli, 1994).  Normally there should be a balance between time and the amount of information being processed.  When this balance is disrupted, information overload occurs.  Information overload impacts data quality, which in turn impacts decision-making (Belardo and Pazer, 1995).  Other researchers who discuss the impact that information overload has on data quality include Orr (1998), LaPlante (1997), Boles (1997), Greco (1994), Herbig et al., (1994), Angus (1997), Berghel (1997), and Hall (1991).

Chengalur-Smith et al. (1998) identified information overload as a potential factor in their DQI and decision-making model.  Providing too detailed DQI may be counter-productive in more complex decision environments.  For a given amount of information and a given amount of processing time, a more experienced person is less likely to experience information overload.  Chengalur-Smith et al., (1998, p. 18) said, “What is considered too complex and information intensive to undergraduates may seem less daunting to analysts and decision-makers accustomed to real world complexities.” 

Literature Review Summary Statement

It is clear that much work has been conducted on decision-making models and strategies, as well as data quality and its importance.  Some recent work has been done on time and experience in decision-making.  Work has begun on DQI and decision-making.  However, there has been no published work on the effects of DQI coupled with time-constraints and experience levels on decision-making until the present work. 

Descriptive Case Studies

Two critical cases are discussed in light of data quality and the potential for DQI: the space shuttle Challenger and the USS Vincennes.  The primary reason for introducing these two cases is that they provided motivation to investigate time-constraints, experience levels, and data quality information in a controlled setting.  Observations made from the two cases left some open questions that we explored further in an experimental environment.  

The first open question asked if time-constraints influenced the use of data quality information in decision-making.  In the USS Vincennes case, Captain Rogers had less than four minutes to make the decision to shoot down Flight 655.  In the Challenger case, the decision-makers debated for several hours
 as to whether they should proceed with launch.  This observed difference in the role of time-constraints led to the decision to investigate time-constraints and data quality information in a controlled environment.  Two experiments were designed to rigorously control time-constraints while varying DQI to determine the effects of time-constraints on the use of DQI in decision-making situations.  

The second open question asked if experience level influenced the use of data quality information in decision-making.  In the Challenger case, the decision-makers had significant general experience; they had made many decisions to launch and to cancel launch in the past.  In the USS Vincennes case, the decision-maker was a US Naval Captain with over twenty years of experience, who was trained on the most advanced technological battle management system ever developed.  On the surface, there seem to be similarities in the experience levels of the decision-makers in the two cases, but there are also some differences.

In the Challenger case, the decision-makers had been directly involved with the launching of shuttles for many years.  However, the decision-maker in the USS Vincennes case had no specific combat experience.  This difference led to the research question concerning the role of general and specific experience with the use of data quality information in decision-making.  Therefore, two experiments were designed to investigate experience levels.  

In the first experiment, we explored the possible differences between novice and expert decision-makers’ use of data quality information.  The second experiment focused solely on the expert decision-makers.  In this second experiment, two aspects of experience were considered: general and specific experience levels.  General experience referred to the number of years that a person had been employed, with the assumption that the more years employed, the more years of general experience were accumulated.  Specific experience refers to the number of times that the subject previously performed a task very similar to the task that was required in the experiment.  Results of this experiment were used to illuminate differences found in the cases.

The space shuttle Challenger and the USS Vincennes provide rich examples of the impacts of poor data quality on decision-making.  This discussion section reviews and analyzes the documents that are part of the official record of the two cases.  Congressional Investigation Committees produced official reports documenting the entire circumstances of both cases.  In addition, related reports, documents, and research articles have been collected from the Department of Defense, the Government Printing office, and the Naval Post Graduate School in Monterey, California.  

The questions related to the effects of time and experience are investigated through the experiments, which are described in the next chapter. 

Case Study 1: Space Shuttle Challenger 

NASA launched the space shuttle Challenger on January 28, 1986.  Moments later, solid rocket booster joint seals called O-rings burst, leading to an explosion that destroyed the multi-million dollar shuttle and killed seven people.  The Presidential Commission investigating the accident found that NASA used a flawed decision-making process, which allowed the Challenger to be launched in the face of evidence suggesting a pending disaster (Presidential Commission Report (PCR), 1986).

The elements of the flawed decision-making process included incomplete and misleading information, conflicts between engineering data and management judgments, and a management structure that allowed problems to bypass key managers (PCR, 1986).  Specific examples of these process problems include inaccurate data, problem-reporting violations, inaccurate trend analysis, misrepresentation of criticality data, and failure to involve NASA’s safety office (IEEE, 1987). 

There is no doubt that the failed component, the solid rocket booster seal or O-ring, caused the accident (PCR, 1986).  The O-rings did not reseal properly after being subjected to pressure during lift-off under cold weather conditions.  Cold, brittle O-rings allowed gases to leak that then caught fire, burnt through the sides of the fuel tanks, and caused the explosion (IEEE, 1987).  NASA had been aware of the potential O-ring problem for several years and conducted special investigations six months before the accident.  The results of these investigations indicated that problems remained (Schwartz, 1990; Vaughan, 1996; Gouran, 1986).  In addition, a Thiokol engineer, R. Boisjoly, wrote a letter in July 1985 stating that the O-ring problem could cause a “catastrophic failure of the highest order” (Gouran, 1986; PCR, 1986).

Decision Process

The decision process was a carefully planned process containing several levels and rules
 (PCR, 1986).  The planned process included four levels of reviews and a final decision-making body, called the Mission Management Team (PCR, 1986).  Regardless of the status of other levels and components, failure to meet certain standards at any level could halt the launch process.  For example, Thiokol was a Level IV contractor responsible for the solid rocket booster; a failed O-ring test at this level could have stopped the entire launch process.  

On January 27 at 5:45 p.m., Thiokol objected to the launch because the engineers were not confident that the O-rings were safe in cold weather; Thiokol asked their management to postpone the launch until temperatures rose
.  However, the NASA Level III manager challenged Thiokol management, and after approximately six hours of debate, Thiokol agreed to launch. 

While the Thiokol engineers were confident in their belief that the shuttle was not safe, they had difficulty in articulating that belief in a convincing way.  One difficulty the Thiokol engineers faced was the format
 of the information they used, which was not easily understood by other parties. 

Another major process flaw was that Level III managers could “waive launch constraints” without notifying Level II (PCR, 1986, p. 137), which lead to the data quality problem of incomplete information being available to the decision-makers
. 

Another major process flaw was that errors existed in the Problem Assessment System
; the O-ring problem was erroneously coded as closed and as having a redundancy.  

Poor data quality exacerbated the situation.  A system such as DQI used to identify, measure, and correct errors could have mitigated the contributing factors, reduced information overload, and addressed the decision-making flaws. 

Several Competing Theories

Several theories have been offered to explain NASA’s flawed decision-making process.  Vaughan (1990, 1996) demonstrates that the more volume and complexity of information provided, especially in shorter time periods, the harder it is to receive all relevant information.  Thus, the data quality problem of incomplete information contributed to the disaster. 

Some researchers have highlighted the role of perception as a contributing factor to the poor decision-making (Gouran, 1986; Maier, 1992; Schwartz, 1990).  Perceptions as a byproduct of experience may be a key variable to study further in the DQI field.

Some have argued that groupthink
 was a key factor in the decision-making process (Maier, 1992), while others (Vaughan, 1996) have attempted to refute this factor. One clear symptom of groupthink is that NASA Level III managers deliberately controlled information feedback by not passing concerns to upper management as required.  Therefore, managers were making decisions based on incomplete information, which is a serious data quality problem.

Additional theories address narcissism and organizational decay (Schwartz, 1990), interactions of images and technology (Morgan, 1986), information display format (Tufte, 1992), incomplete information statistics (Tappin, 1994), technology and organizational culture mismatches (Vaughan, 1996), communications and public pressure (Winsor, 1990), and inadequate Management Information Systems (Fisher, 1993).  

Data Quality Problems

There were serious data quality problems in NASA’s Management Information Systems (MIS), including database inconsistencies and errors, reporting violations, lack of modeling for trend analysis, and poor integration of components and tests.  Corrections to these MIS deficiencies may have mitigated the negative effects of the factors that led NASA to make the flawed decision to launch. 

A Management Information System (MIS) provides information to management in a usable format.  A Decision Support System (DSS) is a special form of an MIS that focuses on the comprehensive database, the mathematical models, and the ad-hoc inquiry facilities.  A key factor in the success of an MIS system is the quality of the data behind the system.  We investigated whether measurements of that data quality would be used. Indications are that DQI could be a critical variable in a database system.

A comprehensive integrated database is at the heart of a modern MIS and DSS.  The database should have minimal redundancy and maximum reliability (McLeod, 1995).  The comprehensive database combined with mathematical models allows relationships between variables to be examined; for example, if a question were raised about two variables such as temperature and O-rings, an inquiry that triggers a statistical function could be executed.  The format and completeness of the data are critical.  

The Thiokol, Inc. engineers used incomplete data in their regression graphs (Tufte, 1992; Tappin, 1992).  When complete data was used, a clear relationship is visible and would have been much more convincing (Tappin, 1994) than the graphs used by the engineers.  Tufte (1992) claims that information must be in the right format for the user or it remains nothing but technical jargon.  Bunn, the Marshall Space Center Director, said, “Even the most cursory examination of failure rate should have indicated that a serious and potentially disastrous situation was developing” (PCR, 1986, p. 155).

Database

There were several types of data quality problems in the database.  First, the O-rings were misclassified and misreported.  In some cases, the O-rings were classified as containing redundancy (C1-R) and in others the redundancy (C1) was not reported (PCR, 1986).  A complete data dictionary with one definition for each data element may have prevented the engineers and the safety consultants from miscoding information in the database (Fisher, 1993). 

A second failing of the database was that critical components were not cross-referenced with the test plans (PCR, 1986).  It was almost impossible for NASA to verify that all of the hundreds of critical components received the right tests because there was no list that cross-referenced tests with components.  The dictionary for an MIS contains relationships between all related data elements.  The investigating commission stated that such references would make the Critical Items List a more efficient management tool (PCR, 1986). 

A third failing of the database was that it contained errors.  One manager had proposed that NASA close the O-ring problem, but there was no agreement to close it.  However, the problem was closed without an authorizing signature (PCR, 1986).  A common database integrity and security feature that restricts updating may have avoided this critical error. 

Reporting

The Rogers Commission stated that there were several flaws in the reporting system of the decision-making process.  These reporting violation flaws left upper managers with the data quality problem of incomplete information.  Reporting violation examples included:

· NASA middle level managers did not inform NASA upper managers about Thiokol’s objections to the launch.

· There were unreported “waivers of launch constraints.”  All such waivers should have been reported to upper management.

· NASA middle managers did not alert System Reliability and Quality Assurance (SR&QA) to the launch debates.

If the data had been entered into an MIS system, then that system could have performed problem distribution and escalation.  An automatic distribution list could have ensured distribution to all relevant parties.  This technique has been used in many large computing centers for years (e.g., Omegamon
).  A formal MIS could have informed NASA upper levels and SR&QA of the current debates and required their approval signatures as part of the pre-launch decision-making process. 

Decisions were not made based on an integrated database with decision-making tools such as statistical regression techniques.  For example, the data to analyze the temperature effects on the O-rings was available but was not used correctly.  Instead, engineers and administrators argued opinions and used charts that were familiar to engineers but not to the decision-makers.  Components of a DSS include an integrated database that contains all potentially relevant variables.  A DSS also includes easy, ad-hoc inquiry systems and various types of models, such as spreadsheets and mathematical and statistical algorithms.  In a particular case, executives can 
retrieve the suspect data and run statistical functions.  The user may enter the names of the variables and request the system to evaluate their relationship.  Therefore, a DSS uses the data and mathematics in a model of the decision-maker’s problem so that an improved decision may be made.

Challenger Summary

The O-ring deficiencies caused the Challenger disaster, but flaws in the decision-making process allowed the disaster to happen.  While time is often a critical variable in decision-making regarding advanced technological systems (Perrow, 1984), time was not a factor in the decision to launch the Challenger.  General experience levels of the decision-makers did not make a difference, but the people with the most domain specific experience objected vehemently to the launch. 

Enhancements to correct the quality deficiencies in NASA’s MIS and DSS could have addressed each specific flaw cited in the Challenger launch’s decision-making process.  The specific quality deficiencies included the database, the reporting systems, and the lack of effective modeling and analysis.  As discussed, an MIS with a high quality database (accurate, relevant, and complete) might have saved seven lives and millions of dollars.   

The Challenger case demonstrates the importance of quality of information but raises questions about the roles of time and experience related to data quality in decision-making.  Our second case also demonstrates the importance of quality of information, but also explores the decision-makers’ claim that time was the critical variable.  The second case is consistent with the Challenger case, relative to the issue of general versus domain-specific experience. 

Case Study 2: U.S.S. Vincennes and Iran Flight 655

On July 3, 1988, the U.S. Navy Cruiser USS Vincennes fired two missiles at an aircraft it believed to be a hostile military jet in attack mode.  State-of-the-art technology aboard the Vincennes apparently misidentified the civilian aircraft as a military jet, which resulted in the destruction of an Iranian Passenger Airbus (Iran Flight 655).  Data quality problems, short time-constraints, and lack of specific combat experience may have contributed to the decision that brought 290 people to their deaths.  A brief overview of this case is presented as it, along with the Challenger case, provided motivation to investigate the variables of time-constraints, experience levels, and data quality information in a controlled environment.  

Multiple explanations have been given as to the cause of this major disaster, including: an inexperienced crew having poor reaction to combat (Barry, 1992); insufficient time to verify data (Dotterway, 1992; Rogers and Rogers, 1992); incomplete training; a computerized battle management system that was designed for the open sea instead of the closed in Persian Gulf; stress (Fogarty, 1988); hostilities in the area, which created an environment conducive to incorrect interpretations (Fogarty, 1988); and technological failure of the state-of-the-art Aegis battle management system (Barry, 1992). 

Four official investigations of the USS Vincennes incident were conducted.  From July 13 until July 19, 1998, Admiral Fogarty conducted the first investigation and published it on July 28, 1988.  The second investigation was a Medical Report, dated August 7, 1988; it was conducted to help clear up discrepancies noted between the crews’ report of the aircraft posture and the Aegis system’s report of the aircraft’s posture (Roberts, 1992).  The U.S. Senate Committee on Armed Services conducted the third investigation during September 1988.  The Defense Policy Panel of the House Armed Services Committee conducted the fourth investigation during October 1998. 

Rogers said, “The USS Vincennes is one of the U.S. Navy’s newest and most technically advanced ships, an anti-air warfare (AAW) cruiser equipped with the world’s finest battle management system, Aegis Battle Management System
.  Aegis is capable of simultaneously processing and displaying several hundred surface and air radar tracks.  Its great tactical advantage is the speed with which it determines course, speed and altitude” (Rogers and Rogers, 1992, p. 2).

Data Quality

Data quality was a major factor in the USS Vincennes decision-making process.  Data quality problems were manifested in the use of wrong target identifiers, incomplete information, conflicting information, voice communication problems, and information overload.
A target identifier, TN4474, was used twice—once to identify Flight 655, and then later to identify a fighter plane that was 110 miles away.  The identifier used to track Flight 655 changed from its initial value of TN4474 to TN4131.  Seconds before firing, the Captain asked for the status of TN4474 and was told it was a fighter, descending and increasing in speed.  He and his crew had been discussing and tracking the radar blip of Flight 655.  When he gave the order to fire, TN4131 was shot down rather than TN4474.  If the duplication of identifiers had been recognized, the involved parties could have clarified their information and avoided the disaster. 

In a case where there are multiple track numbers assigned to an entity (i.e., the air contact) and a single, unique track number must be obtained, the track numbers that are dropped must be considered to be in error.  One of the biggest problems in database systems is detecting valid but erroneous data (McFadden and Hoffer, 1988).  Once an error has been introduced into a system, there may be a chain reaction of errors as various applications and people use that data.

Incomplete information resulted from the computer-generated displays.  Aircraft are displayed on Large Display Consoles as white dots, placed in half-diamonds for hostile aircraft and in half-circles for friendly aircraft.  The relative length of white lines projecting from the dots indicates course and speed.  The use of relative length for speed restricts the use of relative length for size and thus deprived the Vincennes’ officers of another visual check.  A commercial airbus is much larger than a fighter plane; if the length of the symbol had been linked to the size of the air contact, it would have been possible for the Vincennes’ crew to note that the Flight 655 contact was much too large to be a fighter.

Conflicting information complicated the decision-making process.  Captain Rogers explained “...we had indications from several consoles, including the IDS operator, that the contact’s IFF
 readout showed a mode III [civilian] squawk but more significantly to me, a mode II [military] squawk...previously identified with Iranian F-14s was also displayed” (Rogers and Rogers, 1992, p. 147).

The most significant discrepancy was between the Aegis System’s tapes and five crewmen’s reports.  The Aegis System’s tapes and system data indicated that Flight 655 was in ascending mode; five crewmen operating five separate consoles reported that the aircraft was in a descending mode (Roberts, 1992).  In addition, Captain Rogers stated that the aircraft was at an altitude of between 7,000 and 9,000 feet at the time of the shooting (Rogers and Rogers, 1992).  Data captured from the Aegis system indicated that the aircraft was at an altitude of 13,500 feet (Roberts, 1992). 

Communication problems contributed to poor quality of information.  Captain Rogers explained that, “It looks like the system worked the way it’s supposed to….  However, there are problems with the way the consoles are designed, the displays are presented, and the communication nets work” (Rogers and Rogers. 1992, p. 152).  Captain Rogers’ staff discovered that the voice quality of the internal CIC communication net tended to deteriorate when the circuit was heavily loaded (Rogers and Rogers, 1992).  In other words, the higher the volume of voice traffic, the lower the voice quality became.  This is a very serious problem, as voice traffic naturally increases during crises or potential crises.  

Time

Captain Rogers reported that he believed that the short time-constraint, less than four minutes, was a critical variable (Rogers and Rogers, 1992).  In addition, Captain Rogers’ commanding officer did not have enough time to validate, as per normal procedures, the information that Rogers presented to him (Dotterway, 1992). 

An aircraft launched from an Iranian military airbase in Bandar Abbas, Iran, headed directly toward the USS Vincennes.  Captain Rogers said, “The aircraft was designated as assumed enemy per standing orders” (Rogers and Rogers, 1992, p. 137).  The “target aircraft” was initially traveling at about 250 knots.  In a three-minute period, Petty Officer (PO) Leach observed the display screen five times and noticed the consistent pattern of increasing speed and decreasing altitude.  At 11 miles, the aircraft began to descend at a rate of 1000 feet per mile.  Captain Rogers reported that at the time of impact the aircraft had an altitude of only 7,000 feet and was moving at 437 knots (Rogers and Rogers, 1992). 

Experience

While there was high general experience, there was lack of combat-specific experience among the Captain and crew.  It was noted that the decision-maker, Captain Rogers, had no previous combat experience and had only training experience with the state-of-the-art technology (Dotterway, 1992).  An experienced Captain on a nearby ship reported that he was surprised with the decision to fire on the target (Barry, 1992). 

Fogarty requested a psychological evaluation of the Captain, officers, and crew (Roberts, 1992; Rogers and Rogers, 1992; Fogarty, 1988).  The team of psychologists reported that the crew and officers were inexperienced for warfare, felt significant stress, and were making misjudgments due to stress.  One example of the stress and inexperience of the crew cited was that when told to fire, the lieutenant “was so undone that he pressed the wrong keys on his console 23 times” (Barry, 1992).  Fogarty said that stress, task fixation, and unconscious distortion of data played a major role in the crew’s misinterpretation of the Aegis System data (Fogarty, 1988; Roberts, 1992).  The House Armed Services Committee (Roberts, 1992) reported that the officers’ expectations influenced their judgment. 

While further research is needed to resolve these issues, this case demonstrates that it is likely that experience played some role in the decision-making process.  The present research explores the effects of experience and data quality information on decision-making in a controlled experimental setting. 

Summary

The USS Vincennes case involves data quality, time-constraints, and experience levels, but it leaves some open questions.  While it is clear that the time to make the decision to shoot was short, it is not entirely clear whether the short time or the pressure related to that time was more critical.  A Captain with over 20 years of Naval experience but who had limited specific experience with an advanced technological battle management system and who had no combat experience made the faulty decision.  These observations coupled with the factors as appeared in the Challenger case contributed to the motivation to study DQI, time-constraints, and experience levels in a controlled environment.  Two experiments were conducted and are described in the next section. 

Research Methods

Experiments

Two experiments were conducted to explore the effects and interactions of DQI, time-constraints, and experience levels on decision-making.  This research method section defines and explains the two experiments that were performed.

The two experiments are based on but extend the work of Chengalur-Smith et al. (1998).  Chengalur-Smith et al. studied the influence of DQI on decision-making while varying the DQI formats, task complexity, and decision-making processes.  The Chengalur-Smith et al. study used a homogeneous group of college seniors with unlimited
 time-constraints.  Our present study includes both MIS professionals and college students to provide insight into the role of experience and DQI in decision-making.  Also, the present work examines decision-making with DQI under different time-constraints.  

Experiment 1 focused primarily on differences in usage of DQI in decision-making by novices and experts.  In addition, time-constraints and certain demographic variables were considered.  Experiment 2 focused on differences in usage of DQI in decision-making based upon experience (general versus domain-specific) and time (constraints and pressure).  

Key Variables Common to Both Experiments

The key variables common to both experiments include DQI, complacency, consensus, and consistency.

DQI represents the reliability of the data being used to describe attributes.  Some of the data may be more reliable than other data.  The prior experiment by Chengalur-Smith et al. (1998) demonstrated that the format of DQI may influence the decision process.  DQI format may be words (ordinal) or numbers (interval).  Interval, ordinal, and no quality data were captured for the novices.  Interval and no quality data were captured for the experienced subjects.

These experiments follow the work of the Chengalur-Smith et al. (1998), using ordinal expressions such as “above average quality” and “below average quality” to represent fairly reliable data and fairly unreliable data.  The interval numbers range from 0% to 100% to imply relative reliability, where 100% implies certainty and 0% implies no reliability.  

Complacency refers to “not changing the originally preferred alternative in the presence of DQI” (Chengalur-Smith et al., 1998).  A group without DQI chooses an option as its preferred alternative.  A group with DQI chooses an option as its preferred alternative.  When comparing these two groups and their preferred alternatives, a significant chi-square indicates that the groups differed due to the influence of DQI.  

Consensus is the amount of convergence on the top-ranked alternative, even if it differs from the original (without DQI) preferred choice.  Differences in the number of times the top-ranked site is selected for different data groups are compared using chi-squared statistics.  Lack of consensus implies that DQI interfered with a group’s ability to reach a decision
 (Chengalur-Smith et al., 1998). 

Consistency refers to the rankings of all alternatives from the most preferred to the least preferred.  Consistency is an extension of complacency.  Since many subjects are used to rank the alternatives, the average rank of each alternative is used.  A correlation is performed between the lists of average rankings.  A statistically significant correlation indicates consistency from group to group.  Consistency is negative in that it indicates that DQI did not influence the rankings (Chengalur-Smith et al., 1998). 

Experiment 1

In Experiment 1, both experts and novices performed a simple apartment selection task as developed by Payne (1993) and modified by Chengalur-Smith et al. (1998).  The key variables examined in Experiment 1 were experience level, time-constraints, and DQI, under the simple task conditions.  The resultant data was used to detect if the experts performed their tasks differently than the novices in light of DQI and time-constraints. 

The levels of experience were defined as follows: novices were freshmen at Marist College within their first two months of college.  Experts were professionals in an information systems organization at United Parcel Services (UPS).  A questionnaire gathered specific demographic information from the novices and the experts. 

Two time-constraints
 were used, short and long as follows: the short time-constraint was the mean of a pilot test minus one standard deviation, or eight minutes.  The long time-constraint was one hour.  All subjects finished before the end of the hour.

Pilot study.

The pilot study was conducted on October 13, 1998, with a group of 17 people.  It used the same simple task and followed the same basic procedures used in Experiment 1.  The group included 10 sophomores, four juniors, and three seniors at Marist College.  

The pilot study provided estimates of average time to complete tasks.  This study had a mean average of 11.2 minutes and a median average of 12 minutes to complete the task.  The standard deviation was 3 minutes.  As mentioned earlier, we employed the shorter of the van Bruggan (1998) Median Method or the Ordonez and Benson (1997) Mean Method.  The subtraction of one standard deviation (SD) from the mean yielded a short time of 8 minutes.  The long time-constraint was set at one hour.  

The pilot also provided feedback as to the usability and clarity of the questionnaire instruments, the intelligibility and consistency of the tasks and procedures.  

Hypotheses.

Four sets of hypotheses were established.  The first set of hypotheses focuses on the effects of experience level on complacency, consistency, and consensus.  The second set of hypotheses examines the effects of time on complacency, consistency, and consensus.  The third set discusses the possible effects of gender and confidence level on complacency.  The fourth set examines time-constraints and use of decision-making strategies.  

Hypothesis 1

If experience level does not make a difference in decision-making, then there should be no differences in complacency, consistency, and consensus measurements between subgroups that are organized by experience without regard to time.  Five subgroups were formed as follows: experts with No DQI; experts with interval DQI; novices with No DQI; novices with ordinal DQI; and novices with interval DQI. 

Hypothesis 1a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across the experimental groups.

Hypothesis 1b: Consistency—Significant differences exist in average ranks assigned to a site across the experimental groups.

Hypothesis 1c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups. 

Hypothesis 2

Hypothesis 2 explores the effects of time and DQI on decision-making.  While experience may influence the use of DQI in decision-making, it is likely that the influence will be more pronounced when the decision-makers are placed in time-constraint groups.  The hypothesis states that experience interacts with time-constraints and DQI to affect decision-making.  

Each major group of experience levels was randomly divided into two subgroups with half given a short time-constraint and half given a long time-constraint.  Expectations were that the shorter times would lead to more complacency, less consistency, and less consensus.  The subjects were divided into 10 subgroups for this hypothesis as follows: 

· Three novice short time-constraint groups (No DQI, ordinal DQI, and interval DQI)

· Three novice long time-constraint groups (No DQI, ordinal DQI, and interval DQI)

· Two expert short time-constraint groups (No DQI and interval DQI)

· Two expert long time-constraint groups (No DQI and interval DQI)

Hypothesis 2a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across the experimental groups. 

Hypothesis 2b: Consistency—Significant differences exist in average ranks assigned to a site across the experimental groups.

Hypothesis 2c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups. 

Hypothesis 3

Hypothesis 3 focuses on the effects of gender and confidence levels on complacency.  The main focus of the experiment was experience and time, for which we performed more extensive analysis with complacency, consistency, and consensus.  We were not expecting a great deal of impact due to gender and confidence, and therefore decided to measure only complacency.  Additional studies may determine to investigate these variables further.  

Hypothesis 3: There will be no difference in complacency when groups are formed based on the following variables:

Hypothesis 3a: DQI and gender (male and female).

Hypothesis 3b: DQI and confidence in decision-making (high, average, low). 

Hypothesis 4

Several researchers have found that decision-makers under time pressure tend to switch to cutoff strategies.  Graduate students determined which decision strategy was used by the subjects
.  

Hypothesis 4a: The short time-constraint subjects use cutoff strategies
 more frequently than the long time-constraint groups. 

Hypothesis 4b: The long time-constraint subjects use compensatory techniques
 more than the short time-constraint group. 

Subjects 

A total of 156 subjects participated in the experiment.  One-hundred and eighteen of the total 156 subjects were computer science, information systems, and information technology majors taking a freshman seminar course at Marist College.  These subjects were labeled novices.  The remaining 38 subjects were experienced professionals working at UPS.  All subjects were volunteers and received no pay or credit for this activity.  A post-task questionnaire was administered to collect demographic and other information.

Gender was not balanced among the novice group, which was made up of 97 males and 21 females.  Gender was balanced among the experts with 19 females and 19 males. 

Groups.

There were 118 novices and 38 experienced professionals.  There were six groups of novices.  The novices were first randomly divided into two time groups—long and short time-constraint groups.  The novice long time-constraint group had 63 people and was randomly subdivided into three data quality format groups.  The No DQI group contained 22 people, the interval DQI group 22 people, and the ordinal DQI group 19 people.  

The novice short time-constraint group contained 55 people and was randomly subdivided into three quality format groups.  The No DQI group included 16 people, the interval DQI group 20 people, and the ordinal DQI group 19 people.

There were four groups of experienced professionals: the short time-constraint with No DQI group contained 10 people, the short time-constraint with interval DQI group contained 10 people, the long time-constraint with No DQI group contained 10 people, and the long time-constraint with interval DQI group contained eight people. 

Tasks.

Both the experts and novices performed the simple apartment selection task as developed by Payne (1993) and modified and used by Chengalur-Smith, et al. (1998).  The apartment selection task requires the subjects to select an apartment based upon five criteria: parking, commuting time, floor space, number of bedrooms, and rent expense (Payne, 1976; Payne et al., 1993; Chengalur-Smith et al., 1998).  There are four alternative apartments, each with some information on the five criteria.  This task is considered simple because there are only 20 cells, or intersections of alternatives and attributes.  (Four alternatives multiplied by five attributes equals 20 possibilities.)  More complex tasks have as many as 40, 60, or 80 cells (Gilliland, 1994; Chengalur-Smith et al. 1998; Payne, 1993). 

Procedure.

The procedure is largely dependent upon the work of Chengalur-Smith et al. (1998).  However, two critical components were introduced: subject sophistication level and time-constraints.  In addition, a questionnaire, included in Appendix E, was administered to the subjects after the experiment was completed; this questionnaire was used to study the impact of DQI by demographic characteristics.

The novice group arrived at the specified room and received an announcement, defined below, that explained the experiment was strictly voluntary and that their work was anonymous and would not affect their grades in any way.  Each student was then given, in random fashion, a task packet with a number on the top.  The packet number was used as a control number and as an indicator to assign the student to the first room (Room A) or to a second room (Room B).  Approximately half of the students were directed to Room A and half to Room B.  Room A students were allotted a long time period, i.e., one hour, to complete the simple task.  Room B students were allotted eight minutes to complete the simple task. 

While these subgroups remained physically in the same room, they received different packets as follows: approximately one-third received tasks with “no quality” data, one-third received tasks with ordinal formatted quality data, and one-third received tasks with interval formatted quality data (Chengalur-Smith et al., 1998).  Again, this was a random assignment, strictly dependent upon the task packet that each subject picked up.

The UPS experts arrived at general conference room and received the announcement that the experiment was strictly voluntary and that their work was anonymous and would not affect their jobs in any way.  Each expert was then given, in random fashion, a task packet with a number on the top.  The packet number was used as a control number and as an indicator to assign the experts to the separate rooms.  Approximately half of the experts were assigned tight time-constraints and the other half of the experts were assigned relaxed time-constraints.  Within each time-constraint approximately half received tasks with No DQI and the other half received tasks with interval DQI.  The assignment to a group was random, strictly dependent upon the task packet that each expert picked up.

The use or non use of calculators was not encouraged, mentioned, or denied.  Upon completing the task, the experts completed the post-questionnaire.  

Confidentiality.

Subjects were told that their answers would not affect their grades or their jobs.  They were told that the only records kept by the experimenter were the random numbers on the task form, which did not relate back to their names.  The subjects were also told that their identities would remain unknown to everyone, including the experimenter.  An anonymity statement on the voluntary nature of the experiment was made before the start of the experiment. 

Questionnaire.

After the experiment, the subjects were asked to complete questionnaires (see Appendix E) to obtain demographic and other data.  In addition, certain questions were asked to obtain indicators of subjects’ experience with apartment selection.  

Experiment 2

In Experiment 2, the experts performed a complex task developed for this study that explores how experts use DQI in light of time and experience.  There were three time-constraints: short, medium, and long.  The basis for the time-constraints was the mean of the pilot test.  The short time-constraint equaled the mean time to complete the task minus one standard deviation.  The medium time-constraint equaled the mean time, and the long time-constraint was three times the short time.  

Pilot Study 2.

The pilot study was conducted with 11 graduate students in a systems design course at Marist College.  They performed the new job transfer complex task and were told to take their time, with the only time-constraint that the class period would end in two-and-a-half hours.  The mean time required to complete the complex task was 24.2 minutes and the standard deviation was eight minutes.  The longest completion time was 35 minutes.  The short time-constraint for the complex task was set at 15 minutes, the medium time-constraint at 25 minutes, and the long time-constraint at 45 minutes.  

The subjects in the pilot test also completed a questionnaire.  They reported that there were no ambiguities in either the task or the questionnaire.

Hypotheses.

Six sets of hypotheses were established.  The first set of hypotheses discusses the effect of general experience level with DQI on complacency, consistency, and consensus.  The second set of hypotheses explores the effect of specific job transfer experience level with DQI on these factors.  The third set of hypotheses discusses the effect of time with DQI, while the fourth set of hypotheses explores experience, time, and DQI.  The fifth set of hypotheses discusses the possible effects of age, gender, education, and management experience with DQI on complacency, consistency, and consensus.  Finally, the sixth set of hypotheses deals with time-constraints and decision-making strategies. 

Hypothesis 1

If experience level does not affect decision-making, there should be no differences in the effects of DQI as measured by complacency, consistency, and consensus when general experience level is varied.  General experience level was examined without regard to task time-constraint in the first set of hypotheses.  There were 69 subjects, with approximately 34 receiving DQI and 35 receiving No DQI.  In Hypothesis 1, the factor number of years working served as the surrogate for general experience level, which was used to subdivide each of these groups.  Low experience was defined to be less than or equal to 10 years working.  High experience was defined to be people with greater than 10 years working.  There were four groups to compare: 

· DQI with high experience, n = 17 (where n = number of subjects)

· DQI with low experience, n = 17

· No DQI with high experience, n = 17

· No DQI with low experience, n = 18

Hypothesis 1a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across the experimental groups. 

Hypothesis 1b: Consistency—Significant differences exist in average ranks assigned to a site across the experimental groups.

Hypothesis 1c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups. 

Hypothesis 2

In Hypothesis 2, experience with job transfers that involved household moves acted as the surrogate for specific-content experience and was used to subdivide each of the two data quality groups.  Thus, there were four groups to compare: 

· DQI with high job transfer experience

· DQI with low job transfer experience

· No DQI with high job transfer experience

· No DQI with low job transfer experience

Hypothesis 2a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across the experimental groups. 

Hypothesis 2b: Consistency—Significant differences exist in average ranks assigned to a site across the experimental groups.

Hypothesis 2c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups. 

Hypothesis 3

Hypothesis 3 focuses on the time factor.  To understand if there are differences dependent upon DQI and time, the major group of experts was randomly divided into three subgroups, with one-third given a short time-constraint (ST); one-third given an medium time-constraint (MT), and one-third given a long time-constraint (LT).  Each of these time-constraint groups was randomly divided into two groups: one with DQI and one without DQI.  Thus, there were six sub-groups. 

Hypothesis 3a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across the experimental groups. 

Hypothesis 3b: Consistency—Significant differences exist in average ranks assigned to a site across the experimental groups.

Hypothesis 3c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups. 

Hypothesis 3d: When treated as two large groups, one with DQI and one without DQI, there will be high complacency, high consistency, and high consensus.  

Hypothesis 3e: When treated as three large groups, one with short time-constraints, one with medium time-constraints, and one with long time-constraints, there will be high complacency, high consistency, and high consensus.

Hypothesis 3f: In the absence of DQI there will be less difference in decision-making between time groupings than in the presence of DQI.  Complacency increases with less time. 

The complacency between the short time-constraint with DQI and long time-constraint with DQI groups will be lower than both complacency between the medium time-constraint with DQI and long time-constraint with DQI groups and between the short time-constraint with DQI and medium time-constraint with DQI groups.  The complacency between the short time-constraint with DQI and medium time-constraint with DQI group will be greater than the complacency between the medium time-constraint with DQI and the long time-constraint with DQI groups.  When treated as six groups (three time-constraints by two DQI types), complacency will run from high to low as follows:  

Highest:
ST without DQI to MT without DQI 


MT without DQI to LT without DQI


ST without DQI to LT without DQI

ST with DQI to MT with DQI 


MT with DQI to LT with DQI

ST with DQI to LT with DQI

LT without DQI to ST with DQI 


MT without DQI to ST with DQI


ST without DQI to ST with DQI

LT without DQI to MT with DQI 



MT without DQI to MT with DQI



ST without DQI to MT with DQI



LT without DQI to LT with DQI



MT without DQI to LT with DQI

Lowest:
ST without DQI to LT with DQI

Hypothesis 3g: The consistency between six subgroups will follow the complacency rankings.  



Hypothesis 3h: The change in consensus between six subgroups will be as follows: 

Lowest:
ST without DQI to MT without DQI 



MT without DQI to LT without DQI



ST without DQI to LT without DQI

ST with DQI to MT with DQI 



MT with DQI to LT with DQI



ST with DQI to LT with DQI

LT without DQI to ST with DQI 



MT without DQI to ST with DQI



ST without DQI to ST with DQI

LT without DQI to MT with DQI 



MT without DQI to MT with DQI



ST without DQI to MT with DQI



LT without DQI to LT with DQI



MT without DQI to LT with DQI

Highest:
ST without DQI to LT with DQI

Hypothesis 4

Hypothesis 4 says that, while general experience may influence the use of DQI in decision-making, specific content experience has a greater influence on the use of DQI in decision-making.  We hypothesize that both general and specific experience interact with time-constraints and data quality information to affect decision-making.

Hypothesis 4: There is no difference in complacency between the specific experience groups and general experience groups when moving from the short to the medium to the long time-constraint groups in the presence or absence of DQI. 

Two levels of experience by two levels of DQI by three time-constraints were considered. 

Hypothesis 5

Hypothesis 5 is an exploration for potential moderator variables.  It is possible that any one of the following variables has an influence on the use of DQI.  Age, education, and years in management may follow and correlate with general experience.  There is no reason to expect any differences based on gender.  Also, very high confidence could indicate insensitivity to DQI, whereas lack of confidence might exhibit itself during time pressure.

Hypothesis 5: There is high complacency when groups are formed based on DQI and the following variables:

· DQI and age (young or older)

· DQI and gender (male and female) 

· DQI and education (High School, BS/BA, MS/MA)

· DQI and management experience (yes, no)

· DQI and confidence in decision-making (high, average, low)

Hypothesis 6

Hypothesis 6 provides another double check on the time manipulations.  Several researchers have found that under time pressure decision-makers tend to switch to elimination by aspects and other cutoff strategies.  

Hypothesis 6a: The short time-constraint subjects use cutoff strategies more than the medium and long time-constraint groups. 

Hypothesis 6b: The long time-constraint subjects use compensatory techniques more than the short and medium time-constraint groups. 

Subjects.

There were 69 subjects
 from an MIS organization in the UPS Corporation.  All subjects were volunteers and received no pay or credit for this activity.  A post-task questionnaire was given to ascertain the degree of experience individuals had making job transfers.  Demographics were collected to report upon and analyze gender, age, education, years of work experience, occupation, and management experience.  Finally, the questionnaire collected information related to the subjects’ confidence in their choices and perceptions of time pressure.  

There were 28 females and 41 males.  Eleven had high school as their only education, while 45 had bachelor’s degrees.  Thirteen had degrees beyond the bachelor’s degree.  Thirty-five had 10 years or less of work experience and 34 had greater than 10 years of work experience.  Forty-three had job transfers that required a household move while 25 did not have a job transfer that required a household move.  Forty-one were managers and 28 were not managers.  Seventeen were less than or equal to 30 years old and 52 were greater than 30 years old. 

Groups.

There were a total of six groups.  The 69 subjects were divided randomly into three groups.  Each of these groups represented a time-constraint as follows: one with a short time-constraint, one with a medium time-constraint, and one with a long time-constraint.  There were 21 people in the short time-constraint group, 23 people in the medium time-constraint group, and 25 in the long time-constraint group.  Each of these three groups was subdivided into two groups: those who received tasks with no DQI and those who received tasks with DQI.  

Task.

Task 2 is a new task developed for this experiment by this author.  It is a “Job Transfer Task” that is deemed to be real and interesting to a group of experienced professionals.  A common problem with which the subjects had varying degrees of experience and knowledge was desired.  We also wished to use a problem that was of high interest to the subjects to minimize the impression that the task was a purely academic exercise, thereby increasing interest and motivation.  A complex task was desired to take advantage of the range of experience of the real-world experts.   

A job transfer task fits these criteria; some people have changed jobs once or twice, some have changed jobs multiple times, and others have not changed jobs at all.  The data was analyzed to see if the higher levels of experience in actual job transfers had a relationship to the results as compared to other factors, such as number of years working.  This task provides the ability to examine results by specific experience and by general experience.  

Task 2 requires the subjects to select a new job on the basis of certain criteria.  This task is considered more complex than the apartment selection task largely due to the number of criteria and the number of alternative choices.  There are nine attributes listed below.  There are seven alternative jobs to be considered.  Task 2 has a total of 63 cells (seven alternatives by nine attributes); the apartment selection task contains 20 cells (four alternatives by five criteria).  A series of interviews were used to reach conclusions about the job attributes.

Job Attributes.

The following list documents the job attributes subjects were asked to consider in Task 2:

1. Job Content: The degree of interest that the decision-maker has in the actual job content.  The decision-maker submits a rating as to how much he or she likes the job for its own sake.

2. Career Growth: The opportunity for long-term career growth.  Is the job viewed as a dead-end job or one with several levels on a promotional ladder?

3. Salary, Current: How safe is the current level of income?  Some jobs may offer lateral salary commitments; some may require a cut in pay.

4. Salary, Future: This refers to the employee’s opportunity to receive salary increases in the future.  Some jobs may have automatic increases while others may not.  There may be correlation between this category and career growth, but the Salary Future category may vary in degree of salary independent of career growth.

5. Location: Will the employee have to move to a new location, commute farther to a new location, or remain at current facilities?

6. Climate: Will the climate at the new job be warmer, colder or the same?

7. Job Security: How secure is the job (e.g., risky, moderately secure, very secure)?  Is it possible that the new organization will experience downsizing in the next year?

8. School Quality: What is the quality of the public school system in the new location? This factor is probably not well defined in real life.  People make judgments through conversations with real estate offices, through school visitations, by consulting with other employees in the community, and so forth.

9. Cost of Living: Is the new location’s cost of living below the current cost of living above the current cost of living, or the same as the current cost of living?

Procedure.

The UPS employees were told of the experiment through management announcements.  Volunteers reported to a general conference room where the moderator read an announcement (Appendix C) that explained that the experiment was strictly voluntary, and that their work was anonymous and would not affect their jobs in any way.  

Each expert was then given in random fashion a task packet with a number on the top.  The packet number was used as a control number and as an indicator to assign the experts to the separate rooms.  The procedure was strictly controlled so that the subject did not view the questionnaire until finished with the task.  As each subject completed the task the moderator passed out the questionnaires and ensured that each subject placed his or her task number on the top of the questionnaire.  

Approximately one-third of the experts were assigned tight time-constraints, one-third were assigned medium time-constraints, and one-third of the experts were assigned long time-constraints.  Within each time-constraint, approximately half received tasks with No DQI, while the other half received tasks with DQI.

The use or non use of calculators was not encouraged, mentioned, or denied.  Upon completing the task the experts completed the post-questionnaire.  

Confidentiality.

Subjects were told that their answers would not affect their jobs.  They were also told that the only records kept by the experimenter were the random numbers on the task forms, which did not relate back to their names.  Moderators also told the subjects that their identities remained unknown to everyone, including the experimenter. 

Questionnaires.

After the experiment, the subjects were asked to complete questionnaires (see Appendix F) to obtain demographic and other data.  The questionnaires were developed by this author, reviewed by a committee, and then given to a pilot test group to validate the questionnaire.  

Results

Introduction

This study’s experiments consisted of randomly placing subjects into groupings to test the primary independent variables: data quality information, time-constraints, and experience levels.  In addition, mathematical groupings were formed to analyze results by data collected in the post experiment questionnaire.  This data included gender, confidence, job transfers, management experience, age, education, years working, and feeling of time pressure.   

In Experiment 1, the subjects performed a decision task that included a simple problem with four alternative solutions, each described by five attributes.  In Experiment 2, the subjects performed a decision task that included a complex problem with seven alternative solutions, each described by nine attributes.  In both cases the subjects were asked to rank the alternatives from the most preferred to the least preferred.  

The three dependent variables were complacency, consistency, and consensus.  Complacency focuses on only the number one choice—the most preferred alternative.  When two groups were compared and there was little change in the proportion of people selecting the preferred alternative, resulting in a low chi-square value, the second group was labeled complacent to the independent variable that distinguished the two groups.  For example, if a group without DQI chose alternative two as the most preferred choice and a second group with data quality information also chose alternative two, then the second group was complacent with respect to the data quality information
.  High chi-square values indicate significant differences between groups and hence, by definition, low complacency.  This implies that DQI significantly impacts the preferred choice.

Consistency is similar to complacency but extends to the rankings of all alternatives.  A list of mean average rankings of each alternative was computed for each grouping of independent variables.  A significant correlation between one group’s rankings and another group’s rankings revealed consistency between the group’s results.  The state of consistency indicates that a second group ignored a new variable, such as DQI, or was otherwise unaffected by whatever variable distinguished between the two groups.  Low correlation implies that DQI (or another distinguishing variable) caused a difference in the overall rankings of the alternatives.  

For the most part, we found that the consistency measurements followed the complacency measurements.  When DQI (or other variables) influenced a subject to select one preferred alternative, it also influenced the subject to adjust all rankings.  

Consensus is similar to complacency in that it compares proportions of people in two comparison groups as to their most preferred alternative.  Consensus differs from complacency in that the most preferred alternative may be different in each group. 

The following example demonstrates how we made the computations for complacency and consensus.  Assume two groups of 10 subjects made the following 

choices: 

· Group 1:


Seven subjects selected Option B as most its preferred alternative


One selected Option A


One selected Option C


One selected Option D

· Group 2: 


Six selected Option A


One selected Option B


One selected Option C


Two selected Option D

The comparison of these two groups reveals that there is low complacency, as the proportion of subjects selecting Option B as the most preferred alternative is dramatically different from group to group.  There is no change in consensus because the proportion of people agreeing on the preferred choice does not vary significantly from group to group, as indicated by the low chi-square value. 

For the chi-square calculations, we use Group 1 to set the expected values and Group 2 as the observations.  Since seven people in Group 1 selected Option B, we expect seven people in Group 2 to choose Option B.  However, we observe that only one person in Group 2 chose Option B.  The complacency measurement is computed as follows:

	Complacency 
	Number of Subjects Selecting the Same Most Preferred Choice
	Computation

  (O-E) 2    /  E

	Preferred Choice

All others
	Group 2 (O)

1 [Option B]

9 [A, C, D]
	Group 1 (E)

7 [Option B]

3 [A, C, D]
	(36)/7 = 5.14 
(36)/3 = 12

	Chi-Squared statistic with 1 d.f. is the Sum [5.14+12] =  17.14, p < .01 

	Legend:

O = Observations

E = Expected

d.f. = degrees of freedom


The consensus measurement is as follows:

	Consensus
	Number of Subjects Agreeing on a Most Preferred Choice
	Computation

(O-E) 2    /  E

	Preferred Choice

All others 
	Group 2 (O)

6 [Option A]

4 [B, C, D]
	Group 1 (E)

7 [Option B]

3  [A, C, D]
	(1)/7 = .14 

(1)/3 = .33

	Chi-Squared statistic with 1 d.f. is the Sum [.14+.33] = .47, not significant 

	Legend:

O = Observations

E = Expected

d.f. = degrees of freedom


Experiment 1: Results Overview

Task:  Simple task of selecting among four apartments given five attributes.

Subjects: 118 novices and 38 experts.

Experience—Major Direct Factor

Experts used DQI more than novices used DQI.

Experts used the reliability information, as exhibited in their switch from Option B with No DQI to Option D with DQI.  With No DQI, 65% of the experts chose Option B, but with DQI only 28% of the experts chose Option B.  Instead, with DQI 38% chose Option D as their first choice.  

The experts also were not consistent in their rankings of the apartments.  With No DQI, their order of ranking was Option B as first choice, Option A as second choice, and a tie for third and fourth places between Options C and D.  But with DQI, the order of ranking was Option D as first choice, Option B as second choice, and Options A and C tied for third and fourth. 

Novices ignored the reliability information, as exhibited by the persistent selection of Option B with or without DQI.  With No DQI, 58% chose Option B as the most preferred alternative.  With interval DQI, 50% chose Option B as the most preferred alternative; with ordinal DQI, 58% chose Option B as the most preferred alternative.

Novices were complacent under all formats, reached consensus under all formats, and were consistent in their rankings under all formats.  The novices were consistent, as their rankings of the apartments were the same with interval DQI, with ordinal DQI, and with No DQI.  In all three formats of DQI, the apartments were ranked as follows:  Option B as the first choice and Option D as the second choice.  With ordinal DQI, Option C ranked ahead of Option A by only one vote, with Option C ranking third and Option A fourth.  With interval DQI and No DQI, Options A and C were tied for third and fourth. 
Time—Mixed Factor

The short time-constraint period had minor effects.

Novices were generally complacent and were consistent in all areas but the short time-constraint group with No DQI.  Novices reached consensus.  Experts were not complacent in any pairings of the time-constraint groups and DQI.  

Experts were inconsistent in five pairs of time-constraints and DQI.  Experts were consistent in only one pairing of groups: short time-constraint No DQI versus long time-constraint DQI.  There were changes in Experts’ consensus levels for three pairings: 

· Short time-constraint No DQI versus long time-constraint DQI

· Short time-constraint DQI versus long time-constraint No DQI

· Long time-constraint No DQI versus long time-constraint DQI

There were no changes in Experts’ consensus levels for three pairings: 

· Short time-constraint No DQI versus short time-constraint DQI

· Short time-constraint No DQI versus long time-constraint DQI

· Short time-constraint DQI versus long time-constraint DQI

Gender—Not a Factor

Generally, gender did not have any effect.

With DQI, the novice males and females were equal.  There were not enough novice female subjects to reach a conclusion about gender without DQI.  Gender made no difference among the expert subjects.  

Confidence—Moderate Factor

In the absence of DQI, confidence was a factor for both experts and novices.  

With No DQI and no confidence, 80% of the novices chose Option B, whereas with No DQI but with confidence 48% chose Option B.  This difference in percentage was significant as shown by the chi-square = 8.6 with p < .01.

With No DQI and no confidence, 80% of the experts chose Option B, whereas with No DQI but with confidence 25% chose Option B.  This difference in percentage was significant as shown by the chi-square = 3.6 with p < .10.

In the presence of DQI, confidence was not a factor for either experts or novices. 
Decision-making and Time

Compensatory methods were used more in the long time-constraint groups than in the short time-constraint groups. 

Experiment 1: Detailed Results 

General Experience

Experts were not complacent in the presence of DQI, while novices were complacent.  On a simple task involving the selection of the “best” of four options without reliability information, there was no difference between the experts and the novices.  In the presence of reliability information, significant differences emerged between the experts and the novices.  

The differences between experts and novices were also visible in the consistency of the overall rankings of options.  It is clear that the novices did not make use of all the information available to them.  The novices ranked the four alternatives the same with or without the reliability information, as indicated by very high and significant correlations.  However, there was no correlation between the rankings of the experts with DQI and the experts without DQI, indicating that the experts’ decision-making process was directly impacted by DQI.

The presence of reliability data did not affect the novice group’s ability to reach a consensus on a first choice.  However, the achievement of consensus is not necessarily “goodness” as stated by Chengalur-Smith and Pazer (1998).  It could reflect that there was less consensus at the start without reliability information.  For example, in all three novice groups, Option B was the first choice as follows: 

· No DQI group: 22 subjects chose B

· Interval DQI group: 21 subjects chose B 

· Ordinal DQI group: 22 subjects chose B

These groups were complacent and their disregard of DQI resulted in consensus.  In some cases, a difference between the groups might mean that there was more agreement in the group with DQI than in the group without DQI.  

The experts had less consensus than the novices, as measured by chi-square statistics.  Without DQI, 13 experts chose Option B as their first choice.  With DQI, seven experts chose Option D as their first choice.  This difference yielded a significant (2  = 5.4, p < .025. 

Hypothesis 1.

Hypothesis 1 states that data quality information will make a bigger difference in the areas of complacency, consistency, and consensus among the experts than among the novice groups.  
Hypothesis 1a: Less complacency exists in the presence of expertise.

Hypothesis 1a is supported.  Experts made more use of DQI than novices.  While there was no difference between the experts and novices without DQI, there was a statistically significant difference between novices and experts with DQI.  Experts with interval DQI differed from novices with interval DQI, as depicted in Figure 1-H1a, (2  = 3.5, with p < .10.   

However, when experts and novices with No DQI were compared, there was no difference in their decisions, as shown by an insignificant (2  = .41.  There was no difference between novices with and without interval DQI ((2  = 1.07), while there was a statistically significant difference, (2  =10.9 with p < .005, between experts with and without DQI.   

The novice ordinal DQI group was complacent with an insignificant (2  = 0.

Hypothesis 1b: Novices are more consistent in their rankings of the alternatives than the experts.

Consistency is addressed by examining the correlations of the average rankings of the apartment options across the groups (see Figure 1-H1b).  Both formats of DQI had little influence on the novice rankings of the apartments.  The novices were consistent with very high, significant correlations of the rankings across the novice groups of No DQI, interval DQI, and ordinal DQI.  For example, the novice No DQI group rankings were correlated with the novice interval DQI rankings at .99 with p < .005. 

DQI had an influence on the experts’ rankings of the apartment choices.  The high but insignificant
 correlation between the expert group with No DQI and the expert group with DQI indicates no relationship between the rankings.  This lack of relationship means that DQI affected more than just the top choice.

Hypothesis 1c: Experts reach consensus more than the novices.

Consensus is a chi-square measure to see how closely various groups agree on a preferred choice.  “An increase in the dispersion of top-ranked sites is evidence of reduced consensus” (Chengalur-Smith et. al., 1998).  Differences between the groups in the number of times the top-ranked site is selected are compared using a chi-squared statistic, as shown in Figure 1-H1c.  

In comparing the three novice groups (No DQI, Interval DQI, and Ordinal DQI) there was general agreement from group to group indicating that data quality information did not change each group’s ability to reach or not reach consensus within the group. The novices reached consensus under all formats of DQI.

A change in Consensus levels was found in the comparison of the expert groups (No DQI and interval DQI).  The proportion of experts in the interval DQI group who agreed on a first choice was different than the proportion of those who agreed on a first choice in the expert No DQI group, with (2   = 5.4, p < .025.

In the absence of DQI, the consensus levels stayed the same between the expert groups and novice groups; the chi square was low: (2 = .8 and not significant.  The expert No DQI group differed from the novice interval DQI group, with (2   = 4.2, p < .05.  Apparently, the various members of the novice group handled the interval DQI data differently, such that consensus was not reached within that group. 

The biggest difference was noted between the expert interval DQI group and the novice No DQI group, with (2  = 5.8, p < .025.  The presence of DQI brought the experts to more unified agreement than the lack of data quality information did for the novices.  Once again the experiments indicate that DQI does make a difference for experts.

Time-constraints

Hypothesis 2.

Hypothesis 2 states that time-constraints influence the use of DQI as measured by complacency, consistency, and consensus. 

The novices were complacent in the presence of DQI, regardless of the time-constraints.  

The novices were consistent in their overall rankings for most pairs of groups involving DQI and time, indicating that time-constraints and interval DQI did not have an influence on the rankings.  The ordinal data quality format did have some influence on the overall rankings as follows: 

· Short time-constraint ordinal DQI novice group compared to the short time-constraint No DQI novice group

· Short time-constraint ordinal DQI novice group compared to the long time-constraint No DQI novice group

· Short time-constraint ordinal DQI novice group compared to the long time-constraint interval DQI novice group 

The experts were not complacent in the presence of DQI and certain time-constraints.  The experts also were not consistent in their overall rankings, indicating that both DQI and time worked to influence these decision-makers.

Hypothesis 2a: Complacency will exist in presence of experience and time-constraints.

This hypothesis was partially supported.  As shown in Figure 1-H2a.1, time-constraint had no noticeable effect on novice decision-making with No DQI, interval DQI, or ordinal DQI.  All chi-square values were small and not significant.  

However, the expert groups yielded significant chi square statistics in four of six comparisons, as shown in Figure 1-H2a.2.  The most significant difference, with p < .001, was found between the short time-constraint group with interval DQI and the long time-constraint group with No DQI.  A significant difference was also found between the long time-constraint group with No DQI and long time-constraint group with interval DQI: 
(2  = 9, p < .005. The larger (2   = 22.5 implies that DQI makes more of a difference to experts if time is short.

Modest but significant differences were found between short time-constraint No DQI and the short time-constraint interval DQI groups, (2  = 3.6, p < .10.  Modest but significant differences also were found between short time-constraint No DQI and the long time-constraint No DQI groups, (2  = 3.6, p < .10.

Finally, in comparisons of the various novice time-constraint and DQI-level groups to the expert time-constraint and DQI-level groups, several differences were found.  This is indicative of interactions between time, experience, and DQI.  Of the 24 comparisons made, there were eight pairings that showed significant differences, as illustrated in Figure 1-H2a.3.  Most notably, the expert short time-constraint interval DQI group was significantly different than all six of the novice groups.  The largest difference existed between the expert short time-constraint interval DQI group and the novice long time-constraint ordinal DQI group with (2   = 8, p < .005.  A close second in degree of contrast was between the expert short time-constraint interval DQI group and the novice long time-constraint No DQI group, with (2  = 7.7, p < .01. 

Interestingly, there were no differences between the experts’ decisions in the short time-constraint No DQI group compared to any of the six novice groups.  This finding supports the idea that the novices did not have a systematic method for including all of the information available to them in their decision-making.  However, there were significant differences between the experts’ decisions in the short time-constraint group with DQI in comparison to the six novice groups.  

There was not enough data to compare experts with a long time-constraint constraint and interval DQI to any of the novice groupings.  

Hypothesis 2b: Consistency will exist in the presence of experience and time-constraints.

The results of this study are shown in Figure 1-H2b.  There were significant correlations for 12 of the 15 pairs of freshmen groups, indicating that within the novice category and across two time-constraints the format of the DQI did not make a difference in the rankings of the options.  The only insignificant correlations involved the presence of DQI in the ordinal format.  This interesting result (combined with the novice complacency results above) implies that data quality in the ordinal format had an influence on the rankings but did not influence individual first choices.  The novice short time-constraint ordinal DQI group was not significantly correlated with the novice short time-constraint No DQI, the novice long time-constraint No DQI, or the novice long time-constraint interval DQI groups.  With longer time-constraints, the ordinal format became highly correlated with the No DQI and interval DQI groups.  

The six comparisons in the expert category yielded five insignificant correlations, indicating that within the expert category and across the two time-constraints, the presence of DQI did make a difference in the rankings of the options.  

The expert group with No DQI and short time-constraint was highly correlated with all six novice categories.  Novices, regardless of the presence or absence of DQI, format, or time-constraint, created rankings that were no better than experts with No DQI in the short time-constraint.

Experts in the short time-constraint with DQI category were not correlated with the novice groups in five of six categories.  The only significant correlation was with novices with ordinal DQI in the short time-constraint group: r = .97, p < .05.  

Experts in the long time-constraint category with No DQI were not correlated with any of the six novice groups.

There were not enough experts in the long time-constraint group with interval DQI to allow valid comparisons. 

Hypothesis 2c: Consensus in presence of experience and time-constraints.

Hypothesis 2c was partially supported.  As shown in Figure 1-H2c, 18 pair-wise comparisons were made to cover three time groups, three types of DQI for the novices and two types of DQI for the experts.  

There was no change in consensus between all of the six novice groups as indicated by low and insignificant chi square values.

There was no change in consensus between the expert short time-constraint No DQI group and all of the novice groups as indicated by low and insignificant chi square values.

Experts in the short time-constraint interval DQI group were significantly different from novices in the short time-constraint group with either No DQI ((2   = 4.5, p < .05) or ordinal DQI (also (2 = 4.5, p < .05). 

Experts in the long time-constraint No DQI group versus novices in the long time-constraint interval DQI, short time-constraint interval DQI, and short time-constraint ordinal DQI groups were significantly different; significant change in consensus existed among these groups.  Experts in the long time-constraint No DQI group versus experts in short time-constraint interval group were significantly different, and thus significant change in consensus exists between them.  

There were not enough experts in the long time-constraint interval DQI group for valid comparisons. 

There was consensus between the expert short time-constraint No DQI group and the expert short time-constraint DQI group, as indicated by low and insignificant chi square values.

There was no change in consensus between the expert short time-constraint No DQI group and the expert long time-constraint No DQI group, as indicated by the significant chi square value (2   = 3.6, p < .10.

There was no change in consensus between the expert short time-constraint DQI group and the expert long time-constraint with No DQI group, as indicated by the significant chi square value, (2  = 16 p < .005.

Time Pressure

An interesting note is that time pressure as felt by the UPS expert subjects had more effect on decision-making than being placed into a particular time-constraint group.  When the expert group was divided into those who felt time pressure and those who did not feel time pressure, there was a significant difference between them: (2  = 21.6, p < .005 (see Figure 1-H2a.4).  This time pressure versus time-constraint finding may have extremely important implications for decision-making situations such as those found on board the USS Vincennes. 

Hypothesis 3.

Hypothesis 3 explores the possible relationships between DQI and gender and DQI and confidence.

Hypothesis 3a: A possible relationship, as measured by complacency, between DQI and gender in decision-making exists. 

Hypothesis 3a was rejected as follows: 

Experts:

· Among the experts, there was no difference between the males with No DQI and the females with No DQI: (2  = .48 p not significant.

· Among the experts, there was no difference between the males with DQI and the females with DQI: (2  = 2.4, p not significant.

· The expert males made the most use of DQI, as shown by the large difference between the expert No DQI and expert DQI groups, with (2  = 7.78 with p < .01, as shown in Figure 1-H3a.1.

Novices:

· Among the novices, there was no difference between the males with interval DQI and the females with interval DQI: (2  = .5, p not significant.

· There was no difference between the novice males with ordinal DQI and the novice females with Ordinal DQI: (2   = .01, p not significant.

· There were not enough female novices with No DQI to reach a conclusion about male novices versus female novices with No DQI.

· There was no difference between male novices with No DQI versus male novices with interval DQI, as shown by the insignificant value (2  = 1.74 in Figure1-H3a.1.  

· The novice males made use of DQI, as shown by the difference between the novice No DQI and novice DQI groups, with a (2   = 5.85, p < .05; see Figure 1-H3a.1.

Novices versus Experts:

· There was no difference between female experts’ and female novices’ use of interval DQI, as shown by the insignificant (2  = 2.17. 

· There was no difference between male novices with No DQI and male experts with No DQI, as shown by the insignificant (2  = .46.

· There was no difference between novice and expert males with interval DQI, as shown by the insignificant (2  = .8.

· There were not enough subjects to determine if there was a difference between novice and expert females with No DQI. 

Other:

· There was no difference in the use of ordinal DQI based on gender.

Hypothesis 3b: A possible relationship, as measured by complacency, between DQI and confidence in decision-making exists. 

In the absence of DQI, confidence
 had an independent influence on decision-making for both novices and experts.  The novices with No DQI who were confident made different first choices than novices with No DQI who were not confident, as shown by the chi-square value of 8.6, p < .01 in Figure 1-H3b.1.  Similarly, experts with No DQI who were confident made different first choices than experts with No DQI who were not confident, as shown by the chi-square value of 3.6 with p < .10 in Figure 1-H3b.1.  

In the presence of DQI, confidence did not influence the novice groups.  The novices with interval DQI and confidence made the same first choices as novices with interval DQI who lacked confidence, as shown by the insignificant (2   = .4.  The novices with ordinal DQI and confidence made the same first choices as novices with ordinal DQI and lacked confidence, as shown by the insignificant (2   = 1.7.  

In the presence of confidence, DQI had little effect on the novices or the experts, as shown in Figure 1-H3b.2.  When confidence was present, there was no difference 

between the following three pairs of novice groups: 

· No DQI group and interval DQI group

· No DQI group and ordinal DQI group

· Ordinal group and interval DQI group

Similarly, confident experts ignored the DQI and showed no difference in their choices than the experts with No DQI, as shown by the (2  = 1.6, p not significant. 

In the absence of confidence, the presence of DQI did influence the novices.  Under these circumstances, the No DQI group was significantly different from the interval DQI group, as shown by the (2 = 8.4, p < .005.  Also, the No DQI versus ordinal DQI groups were different with a (2  = 4.4, p < .05.  The experts who lacked confidence were not complacent, as indicated by their significant (2  = 15. 
Hypothesis 4.

Hypothesis 4 explores the subjects’ choice of decision-making strategies in the presence of time controls.  

Hypothesis 4a: People in the short time-constraint groups will use cutoff decision-making strategies more often than people in the long time-constraint groups. 

Hypothesis 4b: People in the long time-constraint groups will use compensatory decision-making strategies more often than people in the short time-constraint groups.   

Hypothesis 4a and 4b were both supported.  Compensatory methods were used more in the long time-constraint group than in the short time-constraint group.  In the long time-constraint group, the ratio of compensatory methods to non-compensatory methods was 4.4; in the short time-constraint group, the ratio of compensatory methods to non-compensatory methods was 2.  The comparison of these ratios yielded a statistically significant (2   = 5.3 with p < .025. 

The decision process seemed to have more influence on the novices than DQI.  Seventy-five novices used a mixture (MIX) of decision processes.  For example, some novice subjects used a lexicographic method to pick several acceptable alternatives and then used a weighted average technique to determine their final choice.  Among those who used the MIX process, there was an insignificant (2   = .2 between the No DQI and interval DQI groups.

Thirty-five novices used a compensatory technique.  In this group, there was a significant difference attributable to DQI: (2   = 2.8 with p < .10 between the No DQI and interval DQI groups.  However, the MIX No DQI group compared to the compensatory No DQI group yielded a (2  = 10.5, p < .005.  The MIX interval DQI group compared to the compensatory interval DQI group yielded a (2  = 5.5, p < .025.  

There were only seven subjects who used purely non-compensatory techniques, so no related statistics could be calculated.  

Twenty experts used a compensatory technique and showed a significant difference, (2  = 4.28 with p < .05, between the No DQI and interval DQI groups.  Five experts used the MIX and 11 used non-compensatory techniques; there was not enough data for a valid statistical conclusion for either group. 
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Figure 1-H2a.1. Complacency among Novices by Time-constraints
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Figure 1-H2a.2. Complacency among Experts by Time-constraints
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Figure 1-H2a.3. Complacency Experts versus Novices by Time-constraints
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Figure 1-H2b. Consistency: Correlations of the Average of the Ranks across Experience and Time-constraints
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Figure 1-H2c. Consensus Chi-square Values across Experience and Time-constraints
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Experiment 2: Results Overview

Task: Complex task of selecting among seven jobs given nine attributes (Job Transfer Task).

Subjects: Sixty-nine experts (UPS MIS Professionals).

Data Quality Information—Major Direct Factor

DQI was a major influence on the experts’ decision-making.

In the absence of DQI, subjects used a weighted additive decision-making strategy; 97% of them reached the same decision.  Thirty-four of 35 subjects selected Option B as their first choice, while one chose Option G.

The introduction of DQI led to a dispersion of decisions.  People did not all use the DQI in the same way.  If the subjects had all used the weighted additive decision-making strategy
, as they did with No DQI, then their selections would have converged on Option 7 (see Appendix B) as the first choice. 

The percentage of people choosing Option B dropped from 97% without DQI to 29% with DQI.  Ten of 34 subjects selected Option B as their first choice.  Thus, the experts were not complacent, as the difference between the No DQI and DQI groups was very high with a chi-square equal to 562, p = .000.  In addition, the experts were not consistent; they used DQI to modify the rankings of the seven job choices, as shown by an insignificant correlation between the two sets of rankings.  This result is considered desirable, as the case was established to introduce lower
 DQI on some attributes than on others.  If people used the DQI, then they would naturally reach a different order of rankings (see Appendix B).

There was no consensus; four different options received at least one vote for the most preferred alternative.  The lack of consensus is not desirable as it appears that the introduction of DQI made it difficult for a group to reach an agreement.  In the presence of DQI, 15 subjects (44%) selected Option G, 10 (29%) chose Option B, eight (24%) chose Option D, and one (3%) chose Option F.  With Option B as the first choice for the group without DQI and Option G as the first choice for the group with DQI, the difference in the decisions of the two groups was very high, with a chi-square of 344.  

Having established that the presence of DQI influences the experts’ decisions, we examined several possible factors, beginning with general experience.

Experience

General Experience—Not a Factor

People with greater than 10 years experience made the same choices as the people with 10 years or less of experience. 

The levels of complacency, consistency, and consensus were not affected by the years of experience as measured in this experiment.  Seventeen of 18 people with low work experience
 and without DQI chose Option B as their first choice.  Similarly, 17 of 17 people with high work experience and without DQI chose Option B as their first choice.  

The introduction of DQI had similar effects on both groups.  No agreement was reached on a first choice and there was no difference between the low and the high work experience groups, as measured by a chi-square equaling zero.  In the low-experience group, 30% chose Option B, 35% chose Option D, and 35% chose Option G.  In the high-experience group, 30% chose Option B, 12% chose Option D, 53% chose Option G, and 6% chose Option F. 

In addition to general experience, we considered domain-specific experience, as documented in the following section.
Domain-specific Experience: Job Transfers with Household Move—Moderate Factor

People with domain specific experience made more use of DQI than those people without domain-specific experience.  

In the absence of DQI, there was no difference between those with and without household moves.  The comparison of these two groups yielded a chi-square of zero. 

In the presence of DQI, there was a difference between people with job changes involving household moves and people without household moves, as shown by the chi-square = 4.4, p < .05.  Those without household moves chose three different sites as their first choice as follows: 6 of 20 (30%) chose Option B, 5 of 20 (25%) chose Option D, and 9 of 20 (45%) chose Option G.  Those with household moves chose four different sites as their first choice as follows: 10 of 15 (67%) chose Option G, 2 of 12 (12%) chose Option B, 2 of 12 (12%) chose Option D, and 1 of 20 (6%) chose Option F.  While the comparison of people with household moves led to a greater variety of selected options, there was more agreement on the first choice.  

As revealed by this study, the subjects who experienced many of the Job Transfer Task factors were alerted to the importance of the reliability data and made different choices than those who did not experience job transfers with household moves.  

Time: Assigned to Time-constraint Groups—Not a Factor

There was no difference in degrees of complacency, consistency, or consensus based upon assignment to short, medium, or long time-constraint groups.

Time: Feeling of Time Pressure—Direct Factor

How people felt about the time allotted to the task was more important than the actual time allotted to the task.

A comparison of the whole sample without regard to DQI yielded a difference between those who felt time pressure and those who did not feel time pressure, with a chi-square = 3.46, p < .07.  Without time pressure, 76% of the subjects chose Option B, 19% chose Option G, and only 3% chose Options D and F.  Under time pressure, there was a more even dispersion of first-place votes; 52% of the subjects chose Option B, 23% chose Option D, and 26% chose Option G.  

In the presence of DQI, there was a difference between those who felt time pressure and those who did not feel time pressure, with a chi-square = 9.7, p < .005.

In the absence of DQI, there was no difference between those who felt time pressure and those who did not feel time pressure.  Without time pressure, the experts were not complacent, as exhibited by a very high chi-square of 86.  People who felt time pressure had a greater degree of non complacency as shown by the higher chi-square of 157. 

In addition to the main variables of interest, DQI, experience, and time, we also considered age, gender, education, management experience, and confidence.

Age—A Factor 

Older employees used the DQI more than the younger employees.

When DQI is held constant, there is a difference between the younger and older groups, with a chi-square = 9.7 p < .005
.  Without DQI, both age groupings followed the total population’s choice of Option B.  One-hundred percent of the younger group chose Option B, while 96% of the older group chose Option B.  

The older group used the DQI more than the younger group.  For the less-than-or-equal-to-30 group, the chi-square measurement of the difference between the No DQI and DQI groups was 12.  For the greater-than-30 group, the chi-square measurement of the difference between the No DQI and DQI groups was 367.    

The older group shifted toward Option G as the first choice, while the younger group stayed closer to Option B as the first choice.  With DQI, 48% of the older group chose Option G while only 28% of the younger group chose Option G.  Fifty-seven percent of the younger group chose Option B as the first choice.  

Gender—Not a Factor

When DQI is held constant, there is no difference between male and female subjects.

Education—A Factor

College graduates made more use of DQI than did high school graduates, even though both were experienced professionals performing the same types of jobs.

All three education levels considered were non complacent.  The high school graduates had the lowest complacency: (2 = 7 p < .05.  The master’s degree group was next at (2 = 23.4 p < .005, while the bachelor’s degree group was the highest: (2 = 231, p < .0001.

Within the No DQI group, there was no difference in the decision-making between the high school and college graduates.  However, within the DQI group there was a significant difference, (2 = 4.14 p < .05, between the high school and college graduates.

Management Experience—A Factor 

Managers made more use of DQI than non-managers.

In the presence of DQI, there was a difference between the management and non-management groups, with a chi-square = 3.89 p < .05.  In the absence of DQI, there was no difference.  

Without DQI, 23 of 24 managers (96%) selected Option B as the most preferred alternative.  With DQI, the votes for most preferred alternative were distributed as follows: 3 of 17 managers (18%) chose Option B, 6 (34%) chose Option D, and 8 (47%) chose Option G.  The DQI influenced the managers’ decision-making processes, but not in the same manner. 

Confidence—Not a Factor

When DQI is held constant, there is no difference between the subjects with or without confidence.

Decision-making Strategies—Undetermined

This area could not be determined, as the sample size was spread too thin.

Experiment 2: Detailed Results 
Hypothesis 1

Hypothesis 1 states that DQI will make a bigger difference in the areas of complacency, consistency, and consensus in the high general experience than in the low general experience groups.  

Hypothesis 1a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across groups with different levels of general experience.

This hypothesis was not supported by the experiment, as shown in Figure 2-H1a.  There was a definite lack of complacency among the professional employees; however, there was no difference in complacency between the people who had worked more than 10 years and those who had worked 10 years or less. 

There is no difference, i.e. (2 = 0, between the high general experience(greater than ten years working) with DQI group versus the low general experience (less than or equal to ten years working) with DQI group.  Also, when high general experience and low general experience groups were compared with No DQI, there was no difference in their decisions, as shown by an insignificant (2 = 0.  

There was lack of complacency in the high general experience group: (2 = 40.8 with p < .001.  There was also lack of complacency in the low general experience group: (2 = 36.7 with p < .001.   

Hypothesis 1b: Consistency—Significant differences exist in average ranks assigned to a site across groups with different levels of general experience.

Consistency is addressed through examining correlations between the means of the rankings of the seven options as assigned by four groups (see Figure 2-H1b): 

· No DQI with low experience

· No DQI with high experience

· DQI with low experience

· DQI with high experience 

This technique follows Chengalur-Smith and Pazer, 1998.  High significant correlations indicate no change in the rankings from group to group.  Insignificant correlations indicate that the groups’ rankings differ.  

There was significant consistency in the overall rankings when comparing the No DQI group with low experience to No DQI group with high experience.  There was significant consistency in the overall rankings when comparing the low experience DQI group to the high experience DQI group.  Thus, once a person moves beyond the novice stage (see Experiment 1), the amount of general experience (measured by having less than or more than ten years of work experience) did not influence the decision-maker in his or her overall rankings of the seven alternatives. 

The comparison of the low experience No DQI group to the high experience No DQI group yielded a very high significant correlation: r = .97 at .01 significance.  The comparison of the low experience DQI group to high experience DQI group also yielded a very high significant correlation: r = .91 at .01 significance.  Thus, with or without data quality present, the amount of general experience did not influence the decision-maker’s ranking of the decision alternatives. 

The comparisons of groups with DQI to groups with No DQI, regardless of the amount of general experience, had insignificant correlations.  This indicates that data quality is a key factor in consistency, while general experience is not a key factor in consistency. 

Hypothesis 1c: The presence of DQI changes the number of times the selected site is ranked the top site across groups with different levels of general experience.

Consensus is a measure of the level of agreement within a group with respect to a preferred choice (Chengalur-Smith et al., 1998).  We wished to see if people with higher general experience reached the same level of agreement as people with lower levels of general experience.  The results, as documented in Figure 2-H1c, revealed that the presence of DQI may inhibit consensus, but the amount of that inhibition is not dependent upon the level of general experience.  In all cases where a DQI group was compared to a No DQI group, there was a difference in decision-making as indicated by significant chi-square values.  This indicates that there was a difference in the number of people reaching agreement on a preferred site.  The general experience level did not have an effect on consensus.  When DQI was held constant, the low-experience group did not differ in consensus from the high-experience group. 

Hypothesis 2

Hypothesis 2 states that DQI will make no difference in the areas of complacency, consistency, and consensus in groups with high specific-content experience versus groups with no specific-content experience.  We expected that people with specific-content experience would make more use of the reliability data than those without specific experience.  The surrogate for specific-content experience was a subject’s prior job transfers that required a household move.

Hypothesis 2a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across experimental groups with different levels of specific experience.

Hypothesis 2a was met, as illustrated in Figure 2-H2a.  Whether people moved or not, the lack of complacency to DQI was evident.  The findings based on specific content were similar to the findings for the total subject population in the experiment.  For example, when comparing groups who moved and had no DQI to groups who moved and had DQI, we found (2 = 89 p < .0005; for people who did not move, we found (2 = 143 p < .0005. 

When measured as job change with household move, domain-specific experience had an interactive effect with DQI.  The combination of DQI and job changes with household moves had a greater effect on decision-making than DQI without job changes with moves, (2 = 4.4 p < .05.  See Figure 2-H2a.  When there was no DQI, people with domain-specific experience did not differ from those without domain-specific experience; there was an insignificant (2 = .9.   

Hypothesis 2b: Consistency—Significant differences exist in average rankings assigned to a site across experimental groups with different levels of specific experience.

The consistency hypothesis was supported.  We found that the least correlation between the rankings occurred when the DQI group with moves was compared to the No DQI group with moves.  

The comparison of the No DQI with no moves group to the DQI with no moves group yielded an insignificant r = .72; this correlation is shown in Figure 2-H2b.  Data quality had some effect on the no moves group, since the results are not significantly correlated. 

The DQI with no moves group compared to the No DQI with moves group yielded a similar r = .73, with an insignificant correlation. 

The comparison of groups with DQI and moves to groups with No DQI and moves yielded the lowest insignificant correlation: r = .45.  The results indicate that with the specific experience of moves, the influence of DQI caused the most perturbation in the rankings.

Hypothesis 2c: Consensus—DQI changes the number of times the selected site continues to be ranked the top site across groups with different levels of specific experience.

Specific job transfer experience had some influence on decision-making, as shown in Figure 2-H2c.  In the absence of DQI, people with move experience made the same decisions as the people with no move experience, as shown by an insignificant (2 = .9.  In the presence of DQI, people with move experience made different decisions than people with no move experience people, as shown by a significant (2 = 2.8, p < .10. 

In the presence of specific task experience, those with No DQI differed from those with DQI: (2 = 10.3, p < .01.  In the absence of specific task experience, those with DQI differed greatly from those without DQI, with (2 = 143, p < .001.

Hypothesis 3

Hypothesis 3 focuses on the effects of DQI and time-constraints.

Hypothesis 3a: Complacency—DQI changes the number of times the originally preferred site continues to be ranked the top site across groups with different time-constraints. 

The assignment of an individual to a time-constraint group did not affect complacency, but feeling of time pressure did affect complacency.
When DQI was held constant, there were no differences between the time-constraint groups, as shown in Figure 2-H3a.1.  All chi-square values were small and insignificant when comparing pairs of the three time groups within both the No DQI groups and the DQI groups.  

DQI had strong effects in each of the time-constraint groups, as shown in Figure 2-H3a.2.  Non-complacency was illustrated within the short time-constraint group as (2 = 57, within the medium time-constraint group as (2 = 49, and within the long time-constraint group as (2 = 73. 

The factor that proved most important in this aspect of the experiment was the subject’s view or impression of the time-constraint rather than the constraint itself.  Some people in the short time-constraint group did not feel time pressure, while others in the longer time groups felt time pressure.  Measurements based on the feeling of time pressure had more to do with results than the assignment to a particular group.  

A modest (2 = 3.5 p < .07, as shown in Figure 2-H3a.3, indicates that time pressure had an effect on decision-making when considered without regard to DQI.  The lack of complacency as exhibited in the general population was followed whether or not the subjects felt time pressure.  However, within the DQI group, when subgroups who felt time pressure were compared to subgroups who did not feel time pressure, a significant (2 = 9.7, p < .005 resulted.  See Figure 2-H3a.4.

Hypothesis 3b: Consistency—Significant differences exist in average ranks assigned to a site across groups with different levels of time-constraints.

The consistency predictions were generally supported.  The correlation of the predicted ordering of the rankings to the actual ordering of the rankings was r = .80 with p < .01.  The groups with No DQI had the highest consistency when compared to other groups with No DQI.  When compared to groups with DQI, the groups with No DQI had the least consistency.  As shown in Figure 2-H3b, all comparisons where both groups had No DQI were highly consistent in their rankings of the seven job options.  The rankings were correlated at .98, .97, and .94, all with significant p < .01.  Time was not a factor. 

All comparisons where both groups had DQI were highly consistent in their rankings of the seven job options.  The rankings were highly correlated, but slightly lower than the No DQI groups, at .95, .93, and .87, all with significant p < .01.  Time was not a factor.

The comparisons of rankings of the seven job options by DQI groups to No DQI groups generally were not consistent.  Eight of nine of these correlations were not significant.

Hypothesis 3c: Consensus—The inclusion of DQI changes the number of times the selected site continues to be ranked the top site across the experimental groups.

Hypothesis 3c was supported.  As shown in Figure 2-H3c, not all of the comparisons are equal.  

In the absence of DQI there were no differences based upon time-constraints.  For example, with No DQI: 

· Short time-constraint versus long time-constraint: (2 = 0

· Short time-constraint versus medium time-constraint: (2 = .007

· Medium time-constraint versus long time-constraint: (2 = .006. 

In the presence of DQI, there was no difference between medium time-constraint and long time-constraint, with (2 = .002.  The short time-constraint versus the medium time-constraint comparison was modestly significant at (2 = 4.5, p < .05.  The short time-constraint versus the long time-constraint was more significant at (2 = 6, p < .025.  As the difference in time increased, there was more opportunity for people to consider the DQI and use it differently.  

All comparisons between No DQI groups and DQI groups were significantly different, and thus had no consensus.  The three largest differences by far were the cases of short, medium, and long time-constraint with No DQI groups versus long time-constraint with DQI groups:  

· Short time-constraint with No DQI versus long time-constraint with DQI, (2 = 57, 
p < .001

· Medium time-constraint with No DQI versus long time-constraint with DQI, (2 = 63, p < .001

· Long time-constraint with No DQI versus long time-constraint with DQI, (2 = 57, 
p < .001

In the time-pressure groups, there was consensus only when DQI was held constant.  When groups with No DQI were compared to groups with DQI there was no consensus.  

Hypothesis 3d: When subjects are treated as two large groups, one with DQI and one without DQI, there will be high complacency, high consistency, and high consensus.  

The three measures were performed for two groups: those with DQI and those with No DQI.  There were 35 subjects in the No DQI group and 34 subjects in the DQI group.  

Complacency

There was no complacency in the presence of DQI.  Thirty-four subjects in the No DQI group picked Option B as first choice, while one picked Option G.  Ten people in the DQI group picked Option B as first choice, while eight picked D, one picked F, and 15 picked G.  The difference between the No DQI group and the DQI group was (2 = 562.  

Consistency

The experiment resulted in low consistency since there was evidence that DQI changed the decision outcomes.  There was an insignificant correlation, r = .64, between the rankings of the jobs as given by the groups with DQI compared to the groups with No DQI.  It is believed that if DQI did not have an effect, the outcomes would have been significantly correlated. 

The data was also examined via a second method.  A multivariate Option F was used to compare the list of options from job 1 through job 7 as multivariate dependent variables.  This test found that the rankings when treated as a group were significantly different in the with DQI and the No DQI groups: F = 100.7, p < .000. 

Consensus

There was no consensus when comparing No DQI to DQI groups as a whole.  Option B was a clear first choice for the No DQI group; 34 subjects selected it while only one did not.  In the DQI group, there was dispersion of choices, as 15 people chose Option G, 10 chose Option B, eight chose Option D, and one chose Option F: (2 = 344, p < .0001.

Hypothesis 3e: When treated as three large groups, one with a short time-constraint, one with a medium time-constraint, and one with a long time-constraint, there will be high complacency, high consistency, and high consensus.

The three measures were performed pair-wise to compare the short, medium, and long time-constraint groups.  There were 21 subjects in the short time-constraint group, 23 subjects in the medium time-constraint group, and 25 subjects in the long time-constraint group. 

Complacency

There was no difference among the three time-constraint groups based on time alone.  All three pair-wise comparisons yielded insignificant chi-square values: 

· Comparison of short to medium time-constraint groups: (2 = .6

· Comparison of short to long time-constraint groups: (2 = .04

· Comparison of medium to long time-constraint groups: (2 = 1.1

Consistency

Time by itself did not affect the ranking of the options.  When the only factor considered was the type of time-constraint, the subjects were very consistent in the rankings of the options.  The short to medium time-constraint groups’ rankings of options was correlated with r = .95 and p < .01.  The short to long time-constraint groups’ rankings of options was correlated with r = .94 and p < .01. The medium to long time-constraint groups’ rankings of options was correlated with r = .99 and p < .01.

Consensus

There was no difference between the medium and the long time-constraint groups.  There were differences between the short and other two time groups: for the short to medium time-constraint comparison, (2 = 3.17, with p < .10, and for the short to long time-constraint comparison, (2 = 6.35, with p < .025.

Hypothesis 3f: In the absence of DQI there will be less difference in decision-making between time-constraint groups than in the presence of DQI.  Complacency will increase with less time. 

In all cases where DQI was held constant, there was no difference between the groups regardless of their time-constraints; see Figure 2-H3f.  The three pair-wise comparisons with No DQI were almost identical and had the three lowest chi-square values.  The three pair-wise comparisons with DQI had the next lowest chi-square values

All nine pair-wise comparisons that involved one group with DQI and one group with No DQI had statistically significant chi-square values, ranging from 44 to 80, all at p < .001.  Clearly, DQI was the critical factor, rather than time-constraint grouping.  

Hypothesis 3g: Consistency 

These consistency rankings were supported, as the rank correlation r = .80 with p < .01 shows.  The first six hypothesized pairings were also the first six actual pairings; they had correlations above .90 and with significance of p < .01, as shown in Figure 2-H3b. 
Time Pressure 

The comparison of the No DQI with time pressure group with the No DQI with no time pressure group was consistent; time pressure with No DQI led to highly correlated decision rankings: r = .97 with p < .01.

DQI with no time pressure was significantly correlated with No DQI with time pressure (r = .83, p < .05) and with No DQI with no pressure (r = .89, p < .01).  

Under time pressure, people made the most use of the available DQI.  DQI with time pressure was not significantly correlated with either of the No DQI cases.  DQI with time pressure compared to No DQI with time pressure led to the lowest insignificant correlation: r = .31.  DQI with time pressure compared to No DQI with no time pressure led to an insignificant correlation of r = .41.   
Hypothesis 3h: Consensus

In the absence of DQI, there was consensus between the three time groups, as noted by their low and insignificant chi-square values.  See Figure 2-H3g.

In the presence of DQI, there was consensus between the medium and long time-constraint groups.  There was no consensus between the short time-constraint group and either the medium or the long time-constraint groups.  

In all comparisons between groups with DQI and with No DQI there was no consensus, regardless of the time-constraint.  

Hypothesis 4 

Hypothesis 4 focuses on specific experience versus general experience in the presence of time-constraints.

Hypothesis 4a: Specific-content experience has more influence on the use of DQI than general experience.

Hypothesis 4a was supported.  Figure 2-H1a.1 illustrates that general experience had no influence on the decision process.  For the No DQI group, the comparison of high experience versus low experience yielded a chi-square equal to zero.  The comparison of high experience versus low experience with DQI also yielded a chi-square of zero.
Groups with specific-content experience
 and DQI were not complacent to DQI, as shown by a chi-square = 4.4, p < .05 (see Figure 2-H2a,).  With No DQI, the specific-content experience did not have an effect; here the chi-square was an insignificant .9. 

Hypothesis 4b: Levels of complacency are the same in the general and specific experience groups when time-constraints are varied.

There was not enough data to divide the groups into three time-constraint groups, two levels of DQI, and multiple levels of experience.  Instead of three time-constraint groups, the data was divided into two groups: those who experienced time pressure and those who did not experience time pressure. 

The partial and preliminary results indicate an area for future research.  An examination of Figure 2-H4 indicates that general experience may have moderated the effects of time pressure.  The differences in complacency in the high general experience group may be attributed solely to the presence or absence of DQI.  All of the comparisons that yielded a significant chi-square involved comparing a DQI group to a No DQI group.  

However, there were some differences in the low general experience tests that can be attributed to the interaction of DQI and time pressure.  Subjects with DQI and low general experience who felt time pressure chose different solutions when compared to people with DQI and low general experience who did not feel time pressure, as shown by a significant (2 = 12, p < .005.  But when subjects with No DQI and low general experience who felt time pressure were compared to subjects with No DQI and low general experience who did not feel time pressure, there were no differences, as reflected in an insignificant (2 = 0. 

There was an interaction of specific-content experience, DQI, and time pressure.  In groups without DQI but with specific-content experience, there was no difference between the time pressure and no time pressure groups, as shown by an insignificant (2 = 0.  In groups with DQI and with specific-content experience, there was a difference between the time pressure versus no time pressure groups, as shown by a significant (2 = 18, p < .005.  

In every case where there were significant chi-square values, the chi-square values were higher in the specific-content experience groups
.  

Hypothesis 5

Hypothesis 5 states that there are possible relationships between DQI and five specific factors in decision-making: age, gender, education, management, confidence.

Age

This factor is illustrated in Figure 2-H5a.1.  A chi-square comparison of younger versus older subjects in the DQI groups had a significant chi-square value of 9.7, with p < .005.  This is due to age and reveals that older subjects paid more attention to DQI than younger subjects.  

Neither the older groups nor the younger groups were complacent.  However, the degree of non-complacency was much greater in the older groups, as shown by the higher chi-square value of 367 with p equal to 000.  A chi-square comparison of younger No DQI to DQI groups had a significant value of 12, with p < .005.  This difference in the chi-square values between the older and younger groups reveals that older people paid more attention to DQI than younger people.

Gender

Figure 2-H5a.2 illustrates no significant differences between male and females. 

A chi-square comparison of female versus male subjects in the DQI groups had an insignificant (2 = .23.  Similarly, there was no difference between the male and female subjects with No DQI; there was an insignificant (2 = .36. 

A chi-square comparison of male No DQI to male DQI groups had a (2 = 64, p < .001.  A chi-square comparison of female No DQI to female DQI groups had a (2 = 19, p < .001.

Education

All three education levels considered (high school, bachelor’s degree, and master’s degree) were non complacent; see Figure 2-H5a.3.  Even though all were non complacent, there was a definite order of complacency: the high school only graduates had the lowest non complacency at (2 = 7 p < .05, the master’s degree subjects had the next level of non complacency at (2 = 23.4 p < .005, and the bachelor’s degree subjects had the highest degree of non complacency at (2 = 231 p < .0001. 

Within the No DQI group, there was no difference in the decision-making process between the high school and college graduate groups.  However, with the DQI group, there was a significant chi-square of 4.14, with p < .05, between the high school and college graduates.  This leads to the conclusion that college graduates made more use of DQI than high school graduates, even though both were experienced professionals in the business world.

Management
Both managers and non-managers were non complacent, as shown in Figure 2-H5a.4.  Even though both management and non-management complacency tests were significant, the management group made more use of the DQI than the non-management group.  The non-management group had a (2 = 12.6 with p < .001, while the management group had a (2 = 107 with p <  .0001.

A chi-square comparison of management versus non-management subjects in the DQI groups had a significant (2 = 3.89, p < .05.  There was no difference between managers and non-managers with No DQI, as indicated by the insignificant (2 = 2. 
Confidence
With confidence or without it, the subjects were non complacent to DQI.  A chi-square comparison of confident No DQI to confident DQI groups had a significant value equaling 147, p < .0001.  A chi-square comparison of unconfident No DQI versus unconfident DQI groups had a significant value of 113, p < .001.  These differences were directly attributable to the presence or absence of DQI and followed the results in the population.  These results are documented in Figure 2-H5a.5.

No relationship was found between DQI and confidence.  The chi-square values were not significant when comparing DQI to No DQI groups within both the confident and the unconfident groups.

Hypothesis 6

Hypothesis 6 explores decision-making strategies in the presence of time controls.

Hypothesis 6a: Subjects in the short time-constraint groups will use cutoff decision-making strategies more often than people in the long time-constraint groups.

Hypothesis 6b: Subjects in the long time-constraint groups will use compensatory decision-making strategies more often than people in the short time-constraint groups

The sample size was spread too thin to reach a conclusion.
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Figure 2-H3b. Consistency 

The following table ranks the six subgroups from hypothesized to actual rankings of consistency.  “1” designates the lowest rank (highest consistency), while “15” designates the highest rank (least consistency).

	Hypothesized Order
	Time-constraint Groups
	r
	Actual 
rank

	1
	ST with No DQI to MT with No DQI
	.98**
	1

	2
	MT with No DQI to LT with No DQI
	.97**
	2

	3
	ST with No DQI to LT with No DQI
	.94**
	4

	4
	ST with DQI to MT with DQI
	.87**
	6

	5
	MT with DQI to LT with DQI
	.95**
	3

	6
	ST with DQI to LT with DQI
	.93**
	5

	7
	LT with No DQI to ST with DQI
	.46
	14

	8
	MT with No DQI to ST with DQI
	.63
	10

	9
	ST with No DQI to ST with DQI
	.63
	11

	10
	LT with No DQI to MT with DQI
	.67
	9

	11
	MT with No DQI to MT with DQI
	.77*
	7

	12
	ST with No DQI to MT with DQI
	.70
	8

	13
	LT with No DQI to LT with DQI
	.45
	15

	14
	MT with No DQI to LT with DQI
	.61
	12

	15
	ST with No DQI to LT with DQI
	.57
	13
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ST:
Short Time

MT:
Medium Time

LT:
Long Time


	Figure 2-H3c
Time-constraint Consensus
SHNoDQ (12)

SHDQ

MTNoDQ

MTDQ

LTNoDQ
	SHDQ

(2 = 7.4p<.01

-----------
	MTNoDQ

(2 =.007 not

(2 =3.8p<.05

----------
	MTDQ

(2 =44 p<.005

(2 =4.5 p<.05

(2 =48 p<.01

-------------
	LTNoDQ

(2 =0 not

(2 =3.4 p<.10

(2 =.006 not

(2 =16p<.005 

---------------
	LTDQ

(2 =57p<.005 

(2 =6 p<.025

(2 =63 p<.005

(2 =.002 not

(2 =57 p<.005


	Figure 2-H3c
Time Pressure

Consensus
	Felt Pressure

No Pressure

DQI

No DQI
	No DQI vs. DQI

(2= 63      p < .000     

(2= 82      p < .000     

Pressure vs. No Pressure

(2 = .03 not significant
(2 = .22 not significant

	Figure 2-H3d
All subjects
	Complacency

Consensus
	Data Quality Information

No DQI(n1) vs.  DQI(n2)

(2= 562    p < .000     

    n1=35, n2=34

(2= 344    p < .000     

    n1=35, n2=34

	Figure 2-H3e
All subjects

Complacency

Consensus
	Time
	Short vs. Medium

(2= .6  not significant

   n1=21, n2=23

Short vs. Long

(2= .04  not significant

   n1=21, n2=25

Medium vs. Long

(2= 1.08  not significant

   n1=23, n2=25

Short vs. Medium

(2= 3.17  p < .10

   n1=21, n2=23

Short vs. Long

(2= 6.35 P < .025

   n1=21, n2=25

Medium vs. Long

(2= 0  not significant

    n1=23,  n2=25

	Legend for Figures 2H3c through 2-H3e:

ST:
Short Time

MT:
Medium Time

LT:
Long Time


Figure 2-H3f. Complacency 

The following table ranks the time-constraint groups’ interaction with DQI and with No DQI.  “1” designates the lowest rank while “15” equals the highest rank. 

	Hypoth. Order
	Time-constraint Groups
	(2
	Actual 
rank
	n1
	n2

	1
	ST with No DQI to MT with No DQI
	.007
	2
	12
	13

	2
	MT with No DQI to LT with No DQI
	.007
	3
	13
	12

	3
	ST with No DQI to LT with No DQI
	000
	1
	12
	12

	4
	ST with DQI to MT with DQI
	1.27
	6
	9
	11

	5
	MT with DQI to LT with DQI
	.4
	5
	11
	14

	6
	ST with DQI to LT with DQI
	.32
	4
	9
	14

	7
	LT with No DQI to ST with DQI
	57**
	10
	12
	9

	8
	MT with No DQI to ST with DQI
	62**
	12
	13
	9

	9
	ST with No DQI to ST with DQI
	57**
	11
	12
	9

	10
	LT with No DQI to MT with DQI
	44**
	7
	12
	11

	11
	MT with No DQI to MT with DQI
	49**
	9
	13
	11

	12
	ST with No DQI to  MT with DQI
	44**
	8
	12
	11

	13
	LT with No DQI to LT with DQI
	73**
	13
	12
	14

	14
	MT with No DQI to LT with DQI
	80**
	15
	13
	14

	15
	ST with No DQI to LT with DQI
	73**
	14
	12
	14


Figure 2-H3g. Consensus

“1” equals lowest rank while “15” equals highest rank.

	Hypoth. Order
	Time-constraint Groups
	(2
	Actual
rank
	n1
	n2

	1
	ST with No DQI to MT with No DQI
	.007
	3
	12
	13

	2
	MT with No DQI to LT with No DQI
	.007
	4
	13
	12

	3
	ST with No DQI to LT with No DQI
	000
	1
	12
	12

	4
	ST with DQI to MT with DQI
	4.6**
	7
	9
	11

	5
	MT with DQI to LT with DQI
	.003
	2
	11
	14

	6
	ST with DQI to LT with DQI

	6**
	8
	9
	14

	7
	LT with No DQI to ST with DQI
	3.4*
	5
	12
	9

	8
	MT with No DQI to ST with DQI
	3.8*
	6
	13
	9

	9
	ST with No DQI to ST with DQI
	7.4**
	9
	12
	9

	10
	LT with No DQI to MT with DQI
	15.9**
	10
	12
	11

	11
	MT with No DQI to MT with DQI
	49***
	12
	13
	11

	12
	ST with No DQI to  MT with DQI
	44***
	11
	12
	11

	13
	LT with No DQI to LT with DQI
	57***
	13
	12
	14

	14
	MT with No DQI to LT with DQI
	63***
	15
	13
	14

	15
	ST with No DQI to LT with DQI
	57***
	14
	12
	14

	Legend for Figures 2H3f through 2-H3g:

ST:
Short Time

MT:
Medium Time

LT:
Long Time


Figure 2-H4a.1. General Experience and Time-constraint Groups

General Experience (High, Low) grouped by Time-constraints (Short, Medium, Long) grouped by DQI (No DQI, DQI) 

There were too few subjects to reach a conclusion here.

Specific Experience by Time-constraints by DQI

There were too few subjects to reach a conclusion here.

Figure 2-H4a.2. Specific Experience and Time Pressure
	Job Transfers ((2   )
	2 – 13
	17 – 1
	6 - 4

	Yes Transfers
	Pressure DQI
	No Pressure No DQI
	No Pressure DQI

	Pressure No DQI
11 – 1
	120  p < .001
	.18 not
	13 p < .005

	Pressure DQI
	////////////////////
	102 p < .001
	18 p < .005

	No Pressure No DQI
	////////////////////
	///////////////////
	22 p < .005


No Moves and Time Pressure 

There was not enough data for the No Transfers and Time Pressure groups: 

	1 – 1
	3 – 1
	1 – 3
	2 - 1

	Pressure DQI 
	No Pressure No DQI 
	No Pressure DQI 
	Pressure No DQI


Moves and Time Pressure

There was not enough data for Moves and Time Pressure groups:

	1-7
	7-1
	1-5
	2-1

	Pressure DQI
	No Pressure No DQI 
	No Pressure DQI 
	Pressure No DQI


No Moves and Time Pressure

	Move/Pressure ((2 )
	2 - 8
	13 - 1
	6 – 3

	No Moves
	Pressure DQI
	No Pressure No DQI
	No Pressure DQI

	Pressure No DQI 
11 – 1
	 67 p < .001
	 0 not
	12 p < .01

	Pressure DQI
	////////////////////
	 46 p < .001
	12 p < .01

	No Pressure No DQI
	////////////////////
	///////////////////
	  9.3 p < .01


General Experience and Time Pressure
	((2  )
	2-7
	12-1
	3-4

	High General Exp.
	Pressure DQI
	No Pressure No DQI
	No Pressure DQI

	Pressure No Exp. 5-1
	24 p < .005
	.75 not
	8.3 p < .005

	Pressure DQI
	////////////////////
	37 p < .005
	1.72 not

	No Pressure No DQI
	////////////////////
	///////////////////
	24 p < .005


	((2  )
	1-8
	9 - 1
	4-4

	Low General Exp.
	Pressure DQI
	No Pressure No DQI
	No Pressure DQI

	Pressure No Exp.8-1 
	55 p < .001
	0 not
	12 p < .005

	Pressure DQI
	////////////////////
	63 p < .001
	12 p < .005

	No Pressure No DQI
	////////////////////
	///////////////////
	14 p < .005


Age, Gender, Education, Management, and Confidence
	Figure 2-H5a.1
Age
	Age

( 30 years old

> 30 years old

DQI

No DQI

DQI
	Data Quality Information

No DQI (n1) vs. DQI (n2)

(2 = 12       p<.005 

    n1=11, n2=6

(2=  367      p<.000 

    n1=25, n2=26

Age

Younger vs. Older

(2 =.7 p < 0 

(2 = 6.8 p < .005 

	Figure 2-H5a.2
Gender
	Gender

Female

Male

DQI

No DQI

DQI
	Data Quality Information

No DQI vs. DQI

(2 = 19    p<.000 

    n1=9,  n2=19

(2=  64    p<.000 

    n1=26,  n2=15

Gender

Female vs. Male

(2 = .36 not significant

(2 = .23  not significant

	Figure 2-H5a.3
Education
	Education

High School

Bachelor’s Degree

Master’s Degree

DQI


	Data Quality Information

None vs. DQI

Small sample

    n1=7,  n2=4

(2=  231      p<.000

    n1=21,  n2=24

(2=  23.4   p<.005

small sample 

Education High Sch. vs. Bach.

Small sample sizes 

	Figure 2-H5a.4
Management
	Management

Manager

Non Manager

DQI

No DQI

DQI
	Data Quality Information

No DQI vs. DQI

(2 = 107     p<.000      

    n1=23, n2=17

(2=  12.6      p<.000    

    n1=12, n2=17

Management

Non-management vs. Manager

(2=  2.09   p not significant

(2=  3.89   p<.10

	Figure 2-H5a.5
Confidence
	Confidence

Agree

Neither/Disagree

DQI

No DQI

DQI
	Data Quality Information

No DQI vs. DQI

(2 = 147    p<.000      

   n1=18, n2=16

(2=  113      p<.000    

   n1=18, n2=17

Confident vs. Not Confident

(2= 0    p not significant

(2= .96    p not significant


Discussion

The primary purpose of this study was to explore the effects of experience and time-constraints on the Data Quality Information (DQI) factor in decision-making.  Experiments were conducted to determine if experience and time moderate the effects of DQI on decision-making.  The objective of this study was to determine if people used the DQI.  More specifically, the study sought to determine if experts used DQI more than novices.  Finally, this paper explored the effects of time-constraints on the usage of DQI. It was deemed insufficient simply to ask people how they felt about data quality information and/or how they used it; experiments were constructed to test subjects on the use of DQI.
An experimental approach that hid the purpose of the study from the subjects was chosen based largely on the work of Chengalur-Smith et al.  In the experiments, subjects completed a decision-making task.  Experiment 1 involved a simple task while Experiment 2 involved a complex task.  DQI was provided to approximately equal groupings of subjects for each of the key independent variables.  Significant differences in the proportions of people selecting alternatives as their preferred choice indicated the influence of DQI and the specific variable on decision-making.

Two case studies provided some of the motivation to study time and experience.   

Experience

The study explored multiple dimensions of experience called general experience and domain-specific experience.  General experience was measured by a person’s number of years of work experience.  One of the major strengths of this study was the involvement of sixty-nine MIS employees from the UPS Corporation in New Jersey.  In Experiment 1, novices were compared to experts.  Experiment 2 explored both general experience and domain-specific experience among the MIS employees at UPS.  To balance a smaller sample size than anticipated, the general experience category was subdivided into high general experience, which included people with greater than 10 years of work experience, and low general experience, which included people with 10 or fewer years of work experience. 

The second aspect of experience is domain-specific experience, which refers to experience performing the exact task that is being tested.  This aspect allows varying degrees of personal experience to come into play.  For example, suppose a person was asked to solve
 a job transfer/relocation task.  People who have had multiple job transfers with household moves have more domain-specific experience with this particular task than people without such job transfers. 

A new job transfer/relocation task
 was developed for this study to capitalize on a range of domain-specific experiences found in a modern industrial organization.  The new task was complex
 enough to engage the professional employees, was relevant
 to them, and allowed differentiation based on prior experiences.  

In this study, 11 subjects had never experienced any job transfers, while 58 said that they had experienced at least one job transfer.  Forty-three people said that they never had a job transfer that required a household move, while 25 people said that they had experienced a job transfer that required a household move.  In this study, actual job transfers that required a household move were used as the surrogate for domain-specific experience with the job transfer task.  There were not enough people in the sample who did not have any job transfers without household moves to use job transfers without household moves as an independent variable.  Future research with larger sample sizes could explore more ranges of this facet of experience. 

The results from the experiments provide strong evidence that experts use DQI much more than novices.  For the simple task in Experiment 1, experts used the DQI and novices ignored the DQI.  For the complex task in Experiment 2, the experts used the DQI.  A very high chi-square value of 562 is indicative of near certainty that DQI influenced the decision-making of experts.  However, while it was determined that experts used DQI, there was not much difference in the use of DQI based on general level of experience.  People who had worked more than 10 years made approximately the same use of DQI as those who had worked 10 years or less.  

An increase in domain-specific experience did influence the use of DQI in decision-making, but only in the presence of DQI.  In the absence of DQI, there was no difference in decision-making between those with and without domain-specific experience.  With DQI, there was a significant difference between those who had domain-specific experience and those without it.  Apparently, subjects who experienced many of the factors with household moves were more alert to quality information about those factors than those who had not experienced household moves.  People who had changed jobs expecting future salary increases, ideal work content, or any of the other job transfer/relocation attributes may have had different ranges of satisfaction and thus may have been much more alert to the reliability of statements regarding those attributes.  

As a person progresses from novice status to an experienced professional, there is most likely some cutoff point where he or she begins to pay attention to DQI.  It could be very valuable to organizations to determine that cutoff point.  People who are beyond the cutoff point might not benefit
 from quality training, whereas people before that cutoff point may benefit greatly from quality training. 

Chengalur-Smith et al. (1998) performed a study using college seniors to perform a simple apartment selection task and a moderately complex restaurant selection task.  For discussion purposes, the college seniors of the Chengalur-Smith et al. study may be considered to have an intermediate level of experience.  As explained earlier, the present study defines novices to be college freshmen at Marist College and experts to be MIS professionals at UPS.  The college seniors of the Chengalur-Smith et al. study had more experience than the freshmen, and most likely had less experience than the MIS professionals at UPS.

Chengalur-Smith et al. found that “complacency varied dramatically across the research design” for the college seniors (1998, p. 14).  Those college seniors who performed the same simple task
 used in the present study were not complacent under the Weighted Average Decision Strategy for both interval and ordinal DQI.  The Chengalur-Smith seniors who performed the same simple task used in the present study were not complacent under the Conjunctive Decision Strategy with interval DQI, but were complacent with ordinal DQI.  The college seniors who performed the complex task
 were complacent under the Weighted Average Decision Strategy for interval DQI, but were not complacent with ordinal DQI.  Those who performed the complex task were complacent under the Conjunctive Decision Strategy with both interval and ordinal DQI. 

A possible pattern emerged.  The present study found that novices were completely complacent to DQI.  In the Chengalur-Smith et al. 1998 study, the seniors were largely not complacent on the simple task and largely complacent on the complex task.  The present study also found that experts were not complacent on both the simple and the complex tasks
.  In fact, the most dramatic chi-square, indicating the largest influence of DQI on decision-making, occurred on the most complex task with the expert group. 

The knowledge gained from these findings could be used to guide the selection of people for quality training within an organization.  These findings could also inform decision-making bodies of the possible implications of various experience levels for the people involved in their decision-making processes.  Both the Challenger and the USS Vincennes cases include interesting implications related to these findings.  Those cases also include time-constraint issues, which are discussed within the next section. 

Time

Two facets of time were considered.  The first was time-constraint, in which people were put into groups allotted a limited amount of time to complete the task(s). Short and long time-constraints were used with the simple task in Experiment 1.  Short, medium, and long time-constraints were used with the complex task in Experiment 2.  The second facet of time was time pressure, which reflects how people felt about the time they are given to complete a task.  Some people in the long time-constraint group felt time pressure, while others in the short time-constraint group did not feel time pressure. 

The experts generally were not complacent, with the largest degree of non-complacency in the simple task occurring between the groups with the widest difference in time-constraints.  The short time-constraint with DQI group was most significantly different from the long time-constraint with No DQI group.  Time-constraints were not a factor for the experts on the complex task.  In all groups with No DQI, there were no differences found based on time-constraints.  In all groups with DQI, there were no differences found based on time-constraints. 

The novices were complacent to both interval and ordinal DQI in both the short and long time-constraint groups.  The only case where novices used DQI was with ordinal DQI in the short time-constraint group, as indicated by differences in their rankings of the four alternatives compared to the rankings by the other groups.  Apparently, novices used the ordinal DQI as a heuristic to reach decisions more quickly when trying to rank all alternatives.  The interval DQI could not be used so quickly and thus had less influence.

It was surprising that time-constraint groups did not have more effect.  Fortunately, we asked the experts if they felt time pressure.  As noted earlier, people in any time-constraint group may feel time pressure.  Some experts in the long time-constraint group felt time pressure, while some in the short time-constraint group did not feel time pressure.  Our data revealed that perceived time pressure was more influential than placement in a specific time-constraint group.  First, we examined the main effects of time pressure and then considered the effects of time pressure in the presence or absence of DQI.  Without regard to DQI, there was a difference between those who felt time pressure and those who did not feel time pressure.  In Experiment 1 this difference was quite significant with a chi-square equal to 21.6 with p < .005, while in Experiment 2 the difference was moderately significant with a chi-square equal to 3.46 with p < .07.

In the absence of DQI there were no differences found based on time pressure with the complex task.  In the presence of DQI, there was a significant difference between those with and without time pressure as indicated by a chi-square equal to 9.7 with 
p < .005.  

Format

Because numbers may be calculated, interval formats often lead to compensatory techniques such as weighted averages.  Words may lead to cutoff strategies such as Elimination By Aspects (EBA) to reduce cognitive effort (Stone and Schkade, 1991).  In an experimental setting, Schkade and Kleinmuntz found that form “strongly influenced information combination and evaluation” (Schkade and Kleinmuntz, 1994).  One of their main findings is especially pertinent to this paper: numbers lead to the use of more complex decision processes than do words (Stone and Schkade, 1991; Schkade and Kleinmuntz, 1994).

In Experiment 1, the ordinal format of DQI was the only format that influenced the novice decision-makers, and then only in the short time-constraint.  The implication of this finding is that it is more useful to provide ordinal reliability information than interval reliability information for novice decision-makers.   

Since the present paper focused primarily on time and experience, more work is recommended on the use of DQI formats.  For example, Redman (1996) says that between the two choices (poor, good, excellent) and (1, 2, 3) for the domain of a data item, the formal language-based choice is superior because it is less likely to be misinterpreted.  More research is needed in this area; the ordinal words presented by Redman may be easier to remember, but they are not easier to use in calculations.  Multiple formats of DQI were not used with the experts due to the limited sample size.

Possible Implications for the Two Descriptive Case Studies 

Experience

The experience-related results noted above have potential implications for the two descriptive cases referenced earlier in this paper.  For example, the Captain of the USS Vincennes had significant general experience, but no specific combat experience and limited experience (only training missions) with the newly developed AEGIS Battle Management System.  The quality of the data was one of the major issues in the Vincennes case, and findings of this research indicate that a decision-maker with more domain-specific experience might have paid more attention to that data. 

In the space shuttle Challenger case, experience played an interesting but different role.  The decision-makers had general experience and a degree of specific experience.  They had been involved in many similar decisions to launch or cancel in the past.  However, Roger Boisjoly, the person with the most domain-specific experience, objected to the launch.  Boisjoly was the engineer directly responsible for the design of the O-ring, and he objected to the launch based on data related to the O-rings.  Our experimental results suggest that the people with the most domain-specific experience pay the most attention to the quality of the data being used.  It is important for decision-making bodies to fully incorporate the opinions of the individuals with the most domain-specific experience.  

It has been shown that DQI can influence decision-making; therefore, it might be useful to assign the people with the most domain-specific experience to find ways to measure data quality and to inform the pertinent decision-makers.  A preplanned system that includes such data quality measurements (i.e., DQI) may contribute to better decisions.  

Technology

Advancing technologies make it even more important to rely on people with the most domain-specific experience.  Technology can be so complex that it is difficult to see interrelationships between components.  In this situation, only the most experienced people may develop insights into the interrelationships, and they may not be able to articulate or prove their observations (Perrow, 1984).  It has been stated that the crew aboard the USS Vincennes had been adequately trained on the new technology (Dotterway, 1992; Roberts, 1992; Rogers and Rogers, 1992), but they had no experience using it in a hostile environment.  The Captain of the USS Montgomery, which was also stationed in the Persian Gulf, was surprised that the Vincennes decided to shoot at the target.  This author feels that it is not a coincidence that the USS Montgomery Captain had more domain-specific experience.

Domain-specific experience was a critical factor in the evaluation of the quality of data in the USS Challenger.  For example, the engineers who developed the O-rings for the Challenger had the most intimate knowledge of the O-rings and their properties.  These engineers objected to the launch of the shuttle, but were ineffective in persuading others to listen to their viewpoints.  This example points to the idea that experienced decision-makers may react differently to DQI than inexperienced people. 

Time

Time was a critical variable in decision-making in the USS Vincennes situation, but it was not critical in the space shuttle Challenger disaster.  The decision to launch the Challenger was debated for six hours the night before the launch; the issue had also been on the table as an open question since July 1985, six months before the fateful launch.  It can be inferred that another hour would not have materially affected the decision.  However, in the case of the USS Vincennes, a few more minutes may have led to a completely different decision.  

Our experiments revealed that DQI becomes much more important under conditions of time pressure.  This finding merges with the work of Ballou and Pazer (1995), who indicated the importance of focusing on data quality in circumstances where time seems to be short.  Our analysis leads us to believe that if Captain Rogers of the USS Vincennes had more domain specific experience he may have paid more attention to the quality of the data.  The lack of attention to the quality of the data was critical given the short time frame. 

Information Overload

Consequences of information overload include the difficulty of finding relevant data (Orr, 1998), a decrease in innovation in decision-making (Herbig et al., 1994), a lack of ability to verify data, and an inability to determine data completeness.  Vaughan (1990, 1996) suggests that the more volume and complexity of information provided, especially in shorter time periods, the harder it is for subjects to assimilate all relevant information.  

In the Challenger case, staff reductions
 that occurred after the shuttle program was declared operational contributed to an increase in information overload.  NASA managers, administrators, auditors, and technicians became buried under an avalanche of information.  Complex, confusing, and contradictory information was contained in 170,000 pages of documentation (IEEE, 1987, p. 51).  Engineers tried to prove points using technically complex charts to managers, reporting requirements were scattered in numerous individual documents, and there was little agreement about which documents applied to specific circumstances (PCR, 1986, p. 155). 

One of the solutions to information overload includes filtering information to reduce its volume.  But when there is too much data, managers, administrators, and engineers may filter out data necessary for a complete picture.  For example, the original objections made by the Thiokol engineers associated with the Challenger case clearly stated that “O-ring temp must be greater than or equal to 53 degrees F at Launch” (PCR, 1986, p. 90).  However, the memorandum detailing Thiokol’s final management position failed to include this statement (PCR, 1986)—it was filtered out.  Of significance to our experimental results is the fact that the filtering of DQI in the Challenger case was performed by people lacking domain-specific experience.  The present results should indicate the importance of involving the domain experts in the filtering process.  An area for future research is the possible use of DQI as a filtering mechanism under conditions of information overload.  

DQI Experiments as Quality Maturity Index

Middle-level managers and staff at a Fortune 100 company believed that they could learn from the experiments described herein.  For example, a middle manager at the Fortune 100 company who was responsible for producing certain data quality information and distributing it to line managers wondered if the managers and their people were effectively using the quality information.  The experiments conducted herein could be adapted to organizational data and used to measure of the impact of the DQI.  Controlled experiments could be conducted wherein some of the people completed tasks without DQI, while others completed tasks with DQI.  If the results were the same, then the middle manager would know that the employees were using the DQI sparingly, if at all.

In addition to satisfying the above question, the experiments could be used to create an overall “quality maturity index” of an organization.  Companies run internal quality campaigns but rarely have measures of the quality of their information (Davenport et al., 1992).  Some organizations run a series of quality education seminars and hope for better quality.  It would be useful for an organization to have the ability to measure the effectiveness of the programs and the overall “quality maturity” of their organization.  One possible approach
 toward these ends would be to give randomly selected members of an organization a task that includes DQI.  If the DQI is used to influence the task outcomes, then members were sensitive to the DQI.  Conversely, if the quality information did not influence the task outcomes, then subjects were not sensitive to the DQI.  The complacency, consistency, and consensus measurements could be combined in an index to assess the quality maturity of an organization. 

DQI in Databases 

Data base administrators, working with expert users of data, could develop DQI measurements and maintain the DQI in corporate databases.  The DQI in databases could help decision-makers make decisions, as well as help the end-users of the data improve the quality of their databases.

The results of the experiments could help guide the choice and placement of DQI measurements in a database.  In addition to the specific results found herein, the studies by Kahneman, et al. (1982) indicate that decision-makers would benefit from the availability of reliability data.  Kahneman et al. showed that people, even experts, often make poor judgments when estimating probabilities of data accuracy.  Since we now know that experts use the DQI, it would be a tremendous benefit to have quality data readily available in usable form as DQI in a database.

Many studies clearly show that people need specific goals and measurements to improve performance (Taylor et al., 1984; Locke et al., 1981; Locke and Latham, 1984).  Despite the pervasiveness of poor data quality, users are generally ineffective in detecting errors (Klein, 1997).  DQI levels could be the goals and measurements for database quality.  DQI could be maintained in databases and provided to the people responsible for improving data quality.  Weekly measurements and trends in the DQI levels could be monitored to provide the quality control feedback that is badly needed.  Similarly, corporations could set policies to establish DQI levels for all incoming files and to establish thresholds for data acceptance or rejection.  

Limitations of this Research And Future Research

Sample Size

There is room for many more experiments and with much larger numbers of subjects.  We had a fair number of professional volunteers, but there were not enough subjects to break into subgroups of adequate size to cover all potential variables.  It is enormously difficult to entice a profit-making corporation to solicit their employees as volunteers in an experiment that may not clearly yield near term profit-making advantages for them.  We anticipated 70 UPS volunteers for Experiment 1 and 110 UPS volunteers for Experiment 2, but only had 38 volunteers for Experiment 1 and 69 volunteers for Experiment 2.  Also, due to the smaller subject group sizes, we used chi-square statistics and did not move into multivariate statistics where sample sizes must be larger.  

We had an adequate number of freshmen novices who provided a great deal of useful information, but it is clear that involving professional employees was valuable, as their reactions were dramatically different.

In addition to sample size issues, the mix of the subjects was not always uniformly distributed across research variables.  Due to sample size and subject distribution across variables, some areas were not tested as planned and other areas were tested in less delineation than desired.  The following list outlines areas that might benefit from additional research:

· More delineated measure of general experience may provide more insights.  In order to obtain balanced sample sizes, we used greater than ten years versus less than or equal to ten years of general work experience.

· More comparisons of groups with more varied levels of domain-specific experience would be useful.  It was anticipated that the following categories would provide incremental increases of the effects of domain-specific experiences:

1. No job changes

2. Job changes within the same location (and numbers of such changes)

3. Job changes requiring a change in commute but not a household move (and numbers of such changes)

4. Job changes that required a household move (and numbers of such changes)

Also, an expected utility function that contains various levels of points 2, 3, and 4 may provide further insight into the importance of domain-specific experience. 

· Interaction of time and domain-specific experience can be further explored including the several levels of domain-specific experience mentioned in the previous bullet point.

· More delineation of education levels for experienced professionals would provide additional insight.  A very large percentage of our subjects had BS degrees, while very few had only high school diplomas or master’s degrees. 

· A comparison of all levels of experience with all levels of task complexity with all different time-constraints would be useful.  The following list delineates the level of testing we achieved:

1.  Three time-constraints were performed with the experts.  Two time-constraints were used with the novices.

2.  The novices only performed one task.  Ideally, the experiments would request the novices to perform both tasks as the experts did, but practical limitations in obtaining 118 freshmen for that long a period prevented this level of study.

3.  Approximately one-half of the experts only performed one task.  Approximately one-half of the experts performed two tasks. 

· Due to the size of the samples, we were unable to compare all DQI formats across all groups and conditions.  Primarily, we did not have the experts use ordinal DQI in any of the tasks. 

· The experiments allowed subjects to choose any decision-making strategy.  This could be considered either a strength or a weakness of the study as a whole.  In one respect, we were limited as subjects appeared to use many decision-making strategies.  For example, we cannot perform a one-to-one comparison with the Chengalur-Smith et al. (1998) study, which required particular decision-making strategies.  Additional research might opt to control decision-making strategies more carefully.

While several researchers (Chengalur-Smith et al., 1998; Payne et al., 1995) have discussed factors that lead decision-makers to employ specific decision strategies, no researcher has tested the relationship of experience, time-constraints, and DQI on the selection of these strategies.  It is possible that people could select a different decision strategy if they were influenced by quality ratings.  If a DQI value were extremely low or high a person may switch to a cutoff strategy instead of a compensatory strategy.  There is room for more research about the impact of DQI ratings on the selection of decision strategy.  

Explore Different Measurements

The measurement of consensus seemed problematic.  Consensus uses chi-square measurements to determine that a group with DQI differs from another group with No DQI.  A difference in proportion between the groups’ decisions implies that DQI had a negative effect.  This implied negative effect is due to the inability of the second group to have the same proportion of people, as compared to the first group, reach consensus on a decision.  However, it is possible that the second group had more agreement than the first group, which resulted in different proportions.  Those different proportions would lead to a higher chi-square, falsely implying that the second group had less consensus.  

Perhaps ANOVA and MANOVA would have been better statistical procedures, but much larger sample sizes are needed to meet all of the required assumptions for ANOVA and MANOVA.  ANOVA and MANOVA would be better suited to more satisfactorily separate out main effects and to illustrate interactive effects of the variables.

Case Studies

Further research is urged to perform a series of case studies involving decisions that led to either success or to disaster.  Case studies in both the private and public sectors could be very illuminating, especially when the data is of poor quality.  Examples of both successes and disasters are recommended for such a study in order to build a complete profile of decision-makers.  These case studies should articulate the degrees of general and specific experience of the primary decision-makers as well as a variety of additional factors, such as time-constraints, feeling of time pressure, amount of reliability information available, decision-making strategies, and demographics.

Concluding Remarks

The primary purpose of this study was to explore the effects of experience and time-constraints on the Data Quality Information (DQI) factor in decision-making.  Experiments were conducted to determine if experience and time moderate the effects of DQI on decision-making.  One major strength of this paper is the participation of 69 professional MIS employees at the UPS Corporation.  In addition, 118 freshmen at Marist College contributed to this study as volunteer subjects. 

The results from the experiments provide strong evidence that experts use DQI much more than novices.  While it was determined that experts use the DQI, there was not much difference in the use of DQI based on general level of experience.  An increase in domain-specific experience influenced the use of DQI in decision-making. 

The implication here is very powerful.  With DQI, there was a significant difference between those who had domain-specific experience and those without it. Without DQI there was no difference between subjects based on domain-specific experience.   

An emerging pattern indicates different usage of DQI when experience levels progress through three stages defined as:

· Novice

· Intermediate 

· Expert

· General experience

· Domain-specific experience

The present study found that novices were complacent to DQI.  The Chengalur-Smith et al. (1998) study found mixed results for intermediate levels of experience.  The present study found that experts made significant use of DQI.  Finally, people with domain-specific experience made the most use of DQI.  Further research may determine if a strict cutoff point exists that delineates the point at which people begin paying attention to DQI.

One surprising result of this study was the discovery that time-constraints had minimal effect on decision-making.  In all groups, with No DQI or with DQI, there were no differences found based on time-constraints. 

Our data shows that perceived time pressure was more influential than placement in a specific time-constraint group.  Without regard to DQI, there was a difference between those who felt time pressure and those who did not feel time pressure.  In the presence of DQI, there was a significant difference between those with and without time pressure.  In the absence of DQI, no differences based on time pressure with the complex task were found.

Middle-level managers and staff at a Fortune 100 company
 believed that they could learn from the experiments described herein.  One manager of a group that published internal quality information said that he wished he knew how much the data quality information was being used.  He agreed that our experimental approach could help answer that question through an overall “quality maturity index” of an organization.  The complacency, consistency, and consensus measurements could be combined in an index to assess the quality maturity of an organization.


Weekly measurements and trends of the DQI levels could be monitored to provide the quality control feedback that is badly needed.  Similarly, corporations could set policies to establish DQI levels for all incoming files and to establish thresholds for data acceptance or rejection.

The experience-related results noted above have potential implications for the two descriptive cases referenced earlier in this paper.  For example, the Captain of the USS Vincennes had significant general experience, but no specific combat experience and limited experience with the AEGIS Battle Management System.  The quality of the data was one of the major issues in the Vincennes case, and our findings indicate that a decision-maker with more domain-specific experience might have paid more attention to that data.  Instead the captain of the Vincennes had stated that there was no time to double-check the accuracy of the data. 

Our experimental results found that the people with the most domain-specific experience pay the most attention to the quality of the data being used.  In the space shuttle Challenger case, the engineers with the most domain-specific experience objected to the launch.  The managers who favored the launch said that the engineers’ objections to the launch were illogical.  In this case, these differences of opinion were based on interpretations of reliability data.

It has been stated that the crew aboard the USS Vincennes had been adequately trained on the new technology (Dotterway, 1992; Roberts, 1992; Rogers and Rogers, 1992), but that they had no experience using it in a hostile environment.  The Captain of the USS Montgomery, which was also stationed in the Persian Gulf, was surprised that the Vincennes decided to shoot at the target.  This author feels that it is not a coincidence that the USS Montgomery Captain had more domain-specific experience and reached a different conclusion about appropriate action than the captain of the Vincennes.

Time was a critical variable in decision-making in the USS Vincennes situation, but it was not critical in the space shuttle Challenger disaster.  The decision to launch the Challenger was debated for six hours the night before the launch; the issue had also been on the table as an open question since July 1985, six months before the fateful launch.  It can be inferred that another hour would not have materially affected the decision. 

Our experiments revealed that DQI becomes much more important under conditions of time pressure.  This finding merges with the work of Ballou and Pazer (1995), who indicated the importance of focusing on data quality in circumstances where time seems to be short. 

In summary, DQI is a major factor in decision-making among experts but not among novices.  Domain specific experience leads to more use of DQI than just general experience.  Time-constraints had little effect on the use of DQI but time pressure influenced decision-makers use of DQI.  There are many applications of these ideas in both industry and in government, with the potential to improve return on investments as well as to avoid disasters.  


 It is possible to specify DQI to incorporate information about the other dimensions of data quality, e.g., timeliness, usability, etc. as described in Wang et al., (1994).


 If the seller places a price of $4000 on the car, then there is a 90% chance the car is worth $4000 and a 10% chance the car is worth $0.  The expected benefit is $3,600 [(.9 * 4000) + (.1 * 0)].  DQI influences the buyer to discount the amount of money willing to be spent.  Kingma’s explanation assumes a rational actor with enough time and experience to form these calculations.


 The conjunctive decision process is one that employs minimal cutoff values for the attributes ascribed to the alternatives under consideration.  For example, the attribute vision could be ascribed to applications for pilot licenses.  If the pilot applicant were blind, then that pilot would be removed from further consideration, regardless of how high or low his scores were on all other attributes.  Examples include the elimination by aspects and lexicographic heuristic.


 The compensatory decision process considers the values of each alternative on all attributes.  Low scores on some attributes may be compensated for by high scores on other attributes.  Examples are the subjective expected utility function and the weighted additive decision process.  


 The term satisfice is often used to capture the concept where decision-makers look at a small number of alternatives and choose one that is “good enough”  (Northcraft and Neale, 1994).


 Experience level is a general concept that may be interpreted in many different ways.  The word operationalized here refers to specific approaches for measuring the concept with an operational definition.  Judd et al. (1986, p. 17) says that concepts must be measured through observable features and labels the process, operationalism. 


 In addition to the several hours of debate immediately preceding the decision to launch the O-ring problem had been studied for several years, including a task force just six months prior to the launch. 

 At the lowest level, Level IV, contractors certified that their individual components were safe for launch.  For example, Thiokol was a Level IV contractor responsible for the Solid Rocket Booster; a failed O-ring test at this level could have stopped the entire launch process.

Level III NASA managers consolidated information about specific sub-systems that combine components from multiple contractors, then made recommendations to Level II managers.  Level II NASA managers integrated information concerning all sub-systems and conducted preflight readiness reviews to develop a GO or NO-GO recommendation.  The Level I Flight Management Team made the final recommendation to launch or cancel.  The Mission Management Team then considered all factors and made the final decision.  This description oversimplifies the organizational structure and decision process somewhat, since each Level consisted of several people, departments, groups, and in the case of contractors, entire companies.  For example, Thiokol had seven levels of organizational hierarchy involved in the Level IV debates concerning O-ring safety.   

Problems encountered at one level must be reported to the next higher level (Gouran, 1986; Vaughan, 1990).  All problems with critical components (C1)
 had to be reported to Level II, even if the problem had been reversed.  Various “directives” required that reports about anomalies on C1 equipment had to reach all levels (PCR, 1986). 

 Thiokol management stated that their engineers had a “lack of knowledge of sealing capacity of O-rings at temperatures below 53 degrees” (IEEE, 1987).

 The Thiokol engineers used charts tailored to the engineers, not to management (IEEE, 1987; Tufte, 1992).  However, other key engineers reported that the Thiokol engineers could not quantify their concerns and that no data supported their claims other than their charts (PCR, 1986).  The investigating commission concluded that the reporting system simply did not make trends and problems visible with sufficient accuracy and emphasis (PCR, 1986).

 A launch constraint imposed on a component means that a problem has been identified that must be resolved before launch (PCR, 1986).  The Level III Project Manager L. Mulloy waived the O-ring launch constraint on six flights, including the Challenger.  Level I and II managers lacked information because they were not informed of the waivers (PCR, 1986). 

 All problems, constraints, and statuses were recorded in a Problem Assessment System (PCR, 1986).  The Problem Assessment System provides reports on problems that require upper Level review, so any open O-ring problem should have been red-flagged there.  However, To close a problem requires unanimous agreement of a Problem Review Board.  The Board never voted to close the O-ring problem; the issue was inadvertently closed on the system as a result of a request letter (PCR, 1986).  Although there is a secondary O-ring, in-flight erosion demonstrated that the secondary O-ring could not be counted on as a redundancy (PCR, 1986).  The O-ring, previously coded Criticality 1 with Redundancy (C1-R), was changed to C1 without redundancy in 1982 (PCR, 1986).  However, engineers continued to erroneously code the O-ring as C1-R in the Problem Assessment System up to six weeks after the Challenger disaster (Vaughan, 1996). 

 Groupthink is the tendency in highly cohesive groups for members to seek consensus so strongly that they lose the willingness and ability to evaluate one another’s ideas critically (Northcraft and Neale, 1994).  There are several symptoms of groupthink, including illusions of invulnerability; illusions of unanimity; stereotyping the enemy as weak or stupid; refusal to communicate concerns to others; control of feedback so that it does not reach influential members; and direct pressure (Janis, 1982).

 Omegamon is a software product produced by the Candle Corporation.  Further information may be obtained by writing to the Candle Corporation at their offices in New Jersey. 

 Appendix H contains a discussion of the AEGIS Battle Management System.

 IFF is a code means Identification Friend or Foe and is an international standard that allows nations to determine quickly civilian from military aircraft. 

 The students had an entire 50 minute class period to perform multiple activities.  None of the activities were limited by time.

 When chi-square is significant, Chengalur-Smith et al. say that there is less consensus caused by the DQI.  However, it is possible that the original group without DQI did not reach an agreement and the second group with DQI did reach an agreement, which would still give a significant chi-square. 

 As previously defined, time pressure is a situation in which the decision-maker perceives that the time required to make a decision is less than the average amount of time required to make that decision.  Thus, based upon prior research and a pilot test, the short time factor was set for each of the two tasks at one standard deviation below the mean time to complete the tasks.  Eighty-four percent of the subjects in the pilot test used longer than eight minutes to complete the task.  For the long time factor, the subjects were told to take their time, but within a one hour time limit.  All subjects in the pilot finished in less than 40 minutes.

 Graduate students in a DSS class acted as Thurstone judges and evaluated approximately eight questionnaires and tasks.  Seven decision-making strategies (Payne, 1993) were taught to the graduate DSS class of 28 students.  The class had earlier studied decision-making models including rational model, bounded rational model, and various heuristics.  Each questionnaire and task was evaluated twice by two independent judges.  Specific questions on the questionnaires plus the explanations requested on the task rankings provide the input for the judges.  Tie breaks were resolved by analysis performed by the author.  A checklist form is provided in Appendix I. 

 These include strategies such as EBA, LEX, MCD and FRQ.

 These include strategies such as WADD and SEU.

 38 of these 69 subjects also performed task 1 in experiment 1.  All performed the complex task first.  The simple task with only 4 alternatives was not effected by any training value of performing the complex task first.


 In addition to this author’s 20 years of IBM experience (which included 12 years as a middle-level manager, six organization changes, and three physical relocations), four additional people with varied experience were interviewed to determine the attributes and criteria for a Job Transfer Task.  Those interviewed included: one retired professional who is now an Information Systems Consultant, one Director of Career Services at a small college, one management consultant (team productivity), and one corporation quality manager.  The attributes were also presented to the dissertation committee, whose considerable experience helped to refine the attributes.  A general consensus of the interviewed parties led to the final set of nine attributes to describe a job. 

 As noted in the methodology section, the experimental situation was established to make sure that the additional data quality information should lead to a different rankings of the alternatives.  

 Correlations were run on SPSSX.  Spssx displayed * for 95% significance and ** for 99% significance.  Some correlations had high numbers but were not significant according to Spssx.


 Confidence was measured by self-reports on a questionnaire (see Appendices E and F) distributed after the tasks were completed.  The specific question was: “I am confident that my apartment selection choices are correct.”  Those subjects who reported that they strongly agreed or agreed with the statement were counted as confident.  Those who reported neutral were not counted.  Those who reported that they disagreed or strongly disagreed were counted as not confident.  

 
[image: image1.wmf]å

(Weights * Ratings * DQI)

 Lower implies less reliability of the data that pertains to a particular attribute.  For example, a job applicant might believe that a potential job is rated highly on future promotion opportunities.  The quality of that rating may come into question.  Did the rating come from a disgruntled employee who did not get a raise or from personnel statistics about the entire company for several years?  Twenty percent reliability (DQI) is considered lower than 80%.   

 Low work experience is defined here to be less than or equal to 10 years of work experience, while high work experience is defined to be greater than 10 years of work experience.

 The finding that older people use DQI more than younger people may be confounded by the possibility that older people have had more chances to make job transfers with household moves than younger employees.

 Specific content experience is operationalized to be those people who have experienced at least one job change that required a household move.

 People with higher specific content experience may also have higher general experience.  We were unable to rule this factor out.  Future studies may elect to address this issue.

 * is often used to denote amount of significance.  One * equals 95%, two ** equal 99% and three *** equal 99.9%.

 The times sign (X) is often used to represent “grouped by.”  It is representative of cardinal arithmetic in which every member of one set is matched with every member of another set.  For example, two levels of experience X three levels of time-constraints X two levels of DQI results in 12 groupings.

 Here solve means to select a most preferred alternative from a set of alternatives.  Most preferred is based upon criteria provided.  Each alternative is characterized by several attributes.  


 This task is defined in the Methodology chapter under the Experiment 2 Task section.  Specific alternatives and attributes are listed in Appendices A and B.  


 Simple and complex are relative terms.  In the present context, the degree of complexity is implied by the number of possible cells in the decision space that is constructed by building a matrix of alternatives and attributes.  Prior research has indicated that 20 cells represent a relatively simple task while complex tasks may have as many as 40, 60, or 80 cells (Gilliland, 1994; Payne, 1993).


 Several of the UPS employees commented after the experiment that the task was very real to them.  One said that he became a little upset about the idea of a possible transfer.  


 Because they do not need it.


 The simple task in Chengalur-Smith et al. (1998) was an Apartment Selection task with four alternative apartments each described by five attributes, or 20 cells.  This task was used in as the simple task in Experiment 1 of the present study.


 The complex task in Chengalur-Smith et al. (1998) was a Restaurant Site Selection task with six alternative locations each described by seven attributes, or 42 cells. 


 The complex task developed for this study was more complex with seven alternatives each described by nine attributes, or 63 cells. 


 NASA’s safety organization, Systems Reliability and Quality Assurance (SR&QA), had experienced 71% staff reductions.


 Corporations often conduct surveys that ask employees how important quality is to them and to their job.  However, it is not sufficient to ask people for self-reports because people often report what they think is socially acceptable (Judd, 1991).


 The referenced people asked not to be identified and that their company not be identified.  The author of this paper has copies of meeting minutes and email notes that support the claims made herein.  
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APPENDICES

APPENDIX A: The Job Transfer Task

(There are two versions of this task: with and without DQI)

Job Transfer Task: 

J. Doe’s job is being downsized and his company is allowing him to transfer to one of seven jobs.   Unfortunately J. Doe is sick on the day that he is supposed to submit his choices in order of preference.  At a previous time J. Doe began the decision process of examining the jobs.  First he identified nine characteristics and indicated which characteristics were most important to him.  He reflected these in weights from 1 (most important) to .2 (least important).  Next he rated each job as to the attractiveness of each individual characteristic on a 100-point scale, where the higher number is more desirable.  For example, a rating of 90 for job content is more desirable than a rating of 50.   Finally, he multiplied the weight times the ratings to obtain a Weighted Score for each job characteristic for each job.  However, because he became ill he was unable to finish his ranking of jobs.  He asked you to review his work and submit his choices ranked in order of preference from the most desirable job (rank 1) to the least desirable job (rank 7).  

The job characteristics
 and preferences are:  J. Doe’s number one priority is job security because, due to his health, he cannot risk losing his job and benefits.  His second highest priority is to maintain his current salary.  His third priority is school quality.  J. Doe hopes to obtain a job that he likes, thus his fourth priority is job content.  His fifth priority is to avoid a colder climate.  He is moderately interested in salary increases or future salary. Whatever his new location is he would like to minimize a commute to work.  He is not interested in career growth opportunities.   His last priority is cost of living since he has acquired most things he needs and can avoid unnecessary expenses.  

The relative weights for these characteristics (criterion weights) are:  
Job Content = .7; Career Growth  = .3; Current Salary = .9; Future Salary = .5; Location = .4; Climate = .6; Job Security = 1; School Quality = .8; and 
Cost of Living = .2.  The job alternatives from A to G with the criterion weights, ratings and weighted scores [weight X rating]are shown on the next two pages.   

Your task is to rank the jobs to meet J. Doe’s needs given his weights and ratings. Rank the jobs from 1, being the best choice, to 7 being the last choice.  However, you realize that the data he obtained may not be completely accurate.  For instance, his information on job content came from someone who never worked at the new locations.  Also, job security, current and future salary, and career growth, are dependent on a volatile market.  School quality information may be unreliable if presented by Real Estate people only interested in selling particular houses.  Location commute time may be based on single trips at 2:00pm at some locations but on many trips during rush hour at other locations.  The reliability of the information about the job characteristics came from different sources and may vary from job to job.

Next to each job description write its rank, along with a brief explanation of exactly how you arrived at the rank. 

Job Alternative A                                       Weighted        

Criterion
           Rating     Weight      Scores

 JOB CONTENT
  84
       .7
         58.8 

 CAREER GROWTH      24
       .3
           7.2

 CURRENT SALARY     80
       .9
         72. 

 FUTURE SALARY        16
       .5
           8.  

 LOCATION
               56
       .4
         22.4

 CLIMATE

  50
       .6
         30. 

 JOB SECURITY
  54
     1. 
         54.

 SCHOOL QUALITY      42
       .8
         33.6

 COST OF LIVING
  22
       .2
           4.4

Job Alternative B                                          Weighted        

Criterion

 Rating     Weight      Scores

 
JOB CONTENT
      90
          .7

63.


 CAREER 
CAREER GROWTH           84
         .3

12.6

 CURRENT SALARY         70
          .9

63.

 FUTURE SALARY            82
          .5

41.

 LOCATION
                   60
          .4

24.

 CLIMATE

       68            .6

40.8

 JOB SECURITY
       90
         1.
             
90.

 SCHOOL QUALITY          80             .8
64.

 COST OF LIVING
       50 
          .2

10.

Job Alternative C                                            Weighted        

Criterion

 Rating     Weight          Scores

 JOB CONTENT
   50
          .7

   35.



 CAREER GROWTH       20
          .3
                  6.
 

 CURRENT SALARY      16
          .9                14.4

 FUTURE SALARY         48                .5
   24.

 LOCATION
                30
          .4

   12.

 CLIMATE

   32
          .6
                19.2

 JOB SECURITY
   24
        1.                  24.

 SCHOOL QUALITY       20
          .8                16.

 COST OF LIVING
    60 
          .2
                12.

Job Alternative D                                              Weighted

Criterion

 Rating     Weight            Scores

 JOB CONTENT
     30
           .7
21.

 CAREER GROWTH         52
           .3
15.6

 CURRENT SALARY        48 
           .9
43.2

 FUTURE SALARY           54
           .5
27.

 LOCATION
                   26 
           .4
10.4

 CLIMATE

      54              .6
32.4

 JOB SECURITY
      80 
          1

80.

 SCHOOL QUALITY          30

.8
24.

 COST OF LIVING
       52               .2
10.4

Job Alternative E                                          Weighted        

Criterion

   Rating     Weight    Scores

 JOB CONTENT
       50

.7
35.

 CAREER GROWTH 
       76

.3
22.8

 CURRENT SALARY 
       24

.9
21.6

 FUTURE SALARY 
       30

.5
15.

 LOCATION

       56

.4
22.4

 CLIMATE

       44

.6
26.4

 JOB SECURITY
       18

1
18.

 SCHOOL QUALITY 
       48

.8
38.4

 COST OF LIVING
       56

.2
11.2

Job Alternative F                                          Weighted        

Criterion

   Rating     Weight     Scores

 JOB CONTENT
      30

.7
21.



 CAREER GROWTH 
      24

.3
  7.2

 CURRENT SALARY         18

.9
32.4

 FUTURE SALARY            20

.5
10.

 LOCATION                        56

.4
22.4

 CLIMATE                           18

.6
10.8

 JOB SECURITY                  82

1
82.

 SCHOOL QUALITY           72

.8
57.6

 COST OF LIVING
       44

.2
  8.8

Job Alternative G                                          Weighted        

Criterion

   Rating     Weight    Scores

 JOB CONTENT
        50
 
.7
35.


 CAREER GROWTH 
        90
 
.3
27.

 CURRENT SALARY 
        82
      
.9
73.8

 FUTURE SALARY 
        60

.5
30.

 LOCATION

        24

.4
  9.6

 CLIMATE

        64

.6
38.4

 JOB SECURITY
        52

1
52.

 SCHOOL QUALITY 
        48

.8
38.4

 COST OF LIVING
         22

.2
  4.4
Job Transfer Task: 

J. Doe’s job is being downsized and his company is allowing him to transfer to one of seven jobs.  Unfortunately, J. Doe is sick on the day that he is supposed to submit his choices in order of preference.  At a previous time J. Doe began the decision process of examining the jobs.  First he identified nine characteristics and indicated which characteristics were most important to him.  He reflected these in weights from 1 (most important) to .2 (least important).  Next he rated each job as to the attractiveness of each individual characteristic on a 100-point scale, where the higher number is more desirable.  For example, a rating of 90 for job content is more desirable than a rating of 25.   Finally, he multiplied the weight times the ratings to obtain a Weighted Score for each job characteristic for each job.  However, because he became ill, he was unable to finish ranking the jobs.  He asked you to review his work and submit his choices ranked in order of preference from the most desirable job (rank 1) to the least desirable job (rank 7).  

The job characteristics
 and preferences are:  J. Doe’s number one priority is job security because, due to his health, he cannot risk losing his job and benefits.  His second highest priority is to maintain his current salary.  His third priority is school quality.  J. Doe hopes to obtain a job that he likes, thus his fourth priority is job content.  His fifth priority is to avoid a colder climate.  He is moderately interested in salary increases or future salary. Whatever his new location is he would like to minimize a commute to work.  He is not interested in career growth opportunities.   His last priority is cost of living since he has acquired most things he needs and can avoid unnecessary expenses.  

The relative weights for these characteristics (criterion weights) are:  
Job Content = .7; Career Growth  = .3; Current Salary = .9; Future Salary = .5; Location = .4; Climate = .6; Job Security = 1; School Quality = .8; and 
Cost of Living = .2.  The job alternatives from A to G with the criterion weights, ratings and weighted scores [weight X rating] are shown on the next two pages.   

Your task is to rank the jobs to meet J. Doe’s needs given his weights and ratings. Rank the jobs from 1, being the best choice, to 7 being the last choice.  However, you realize that the data he obtained may not be completely accurate.  For instance, his information on job content came from someone who never worked at the new locations.  Also, job security, current and future salary, and career growth, are dependent on a volatile market.  School quality information may be unreliable if presented by Real Estate people only interested in selling particular houses.  Location commute time may be based on single trips at 2:00pm at some locations but on many trips during rush hour at other locations.  The reliability of the information about the job characteristics came from different sources and may vary from job to job.

You decide to incorporate this uncertainty into your decision making process by using a 0-100 reliability measure where a score of 100 indicates perfectly reliable data and 0 scores imply completely unreliable data.  You were only able to estimate reliability for 4 of the 9 criterion.

The job alternatives from A to G with the criterion weights, ratings and weighted scores [weight X rating]are shown on the next two pages.  In addition, you have included a “Reliability” column to indicate the 0-100 reliability measure for each criterion for each alternative.  Remember that reliability refers to the data and not to the weights.  

Next to each job description write its rank, along with a brief explanation 

of exactly how you arrived at the rank.

     Job Alternative A                                               Weighted        

 Criterion

Reliability  Rating Weight   Scores

 JOB CONTENT                      .8
84         .7
58.8


 CAREER GROWTH 
  
 24          .3

  7.2

 CURRENT SALARY             .8
 80          .9            72.


 FUTURE SALARY                        16           .5              8.


 LOCATION                                     56          .4            22.4
        

 CLIMATE                                        50          .6            30.

 JOB SECURITY
          .5
        54         1               54.

 SCHOOL QUALITY 
        1
        42          .8             33.6  

 COST OF LIVING

        22          .2               4.4

         Job Alternative B                                                    Weighted        

 Criterion

Reliability  Rating  Weight   Scores

 JOB CONTENT                  .2         90           .7            63.  



 CAREER GROWTH 

       84
         .3            12.6


 CURRENT SALARY         .7
       70
         .9            63. 

 FUTURE SALARY 

       82           .5            41.

 LOCATION


       60           .4            24.   

 CLIMATE


       68
         .6            40.8

 JOB SECURITY
       .2
       90
        1.             90.  

 SCHOOL QUALITY         .2
       80
          .8           64. 

 COST OF LIVING
 
       50
          .2           10. 

   Job Alternative C                                                  Weighted        

 Criterion

 Reliability  Rating  Weight   Scores

 JOB CONTENT                  .7            50         .7             35.
     



 CAREER GROWTH 
 
          20         .3               6.

 CURRENT SALARY         .8
          16         .9             14.4

 FUTURE SALARY 
 
          48         .5             24. 

 LOCATION

 
          30         .4             12. 

 CLIMATE


          32         .6             19.2

 JOB SECURITY
        .8
          24        1.              24.

 SCHOOL QUALITY 
      1.
          20         .8             16.

 COST OF LIVING
 
          60         .2             12.     

     Job Alternative D                                                     Weighted        

  Criterion

   Reliability  Rating  Weight     Scores

  JOB CONTENT

.8
30           .7
21.



 CAREER GROWTH 


52          .3         15.6

 CURRENT SALARY 

.6
48          .9
43.2 

 FUTURE SALARY 


54          .5         27.  

 LOCATION



26          .4         10.4  

 CLIMATE



54          .6         32.4

 JOB SECURITY

.8
80         1.          80.

 SCHOOL QUALITY 

.8
30          .8         24.

 COST OF LIVING


52          .2         10.4

     Job Alternative E                                                     Weighted        

  Criterion

   Reliability  Rating  Weight     Scores

 JOB CONTENT

  .8
50          .7
35.


 CAREER GROWTH 
  

76          .3
22.8

 CURRENT SALARY 
 
 .7
24          .9
21.6

 FUTURE SALARY 
  

30          .5 
15.

 LOCATION

  

56          .4 
22.4

 CLIMATE


  
44          .6         26.4

 JOB SECURITY

  .8
18         1
18.

 SCHOOL QUALITY 

1. 
48          .8 
38.4

 COST OF LIVING

  
56          .2         11.2

     Job Alternative F                                                      Weighted        

  Criterion

  Reliability  Rating  Weight      Scores

  JOB CONTENT

.2
30          .7
21.



 CAREER GROWTH 


24          .3           7.2

 CURRENT SALARY 

.8
18          .9
32.4


 FUTURE SALARY 


20          .5
10.

 LOCATION



56          .4         22.4

 CLIMATE



18          .6
10.8

 JOB SECURITY

.5
82        1.
82.

 SCHOOL QUALITY 

.2
72          .8
57.6

 COST OF LIVING


44          .2
  8.8

     Job Alternative G                                                        Weighted        

  Criterion

  Reliability  Rating  Weight        Scores

  JOB CONTENT

.8
50          .7
35.



 CAREER GROWTH 


90          .3
27.

 CURRENT SALARY       
1.
82          .9         73.8


 FUTURE SALARY 


60          .5
30.

 LOCATION



24          .4 
  9.6


 CLIMATE



64          .6
38.4

 JOB SECURITY

.8
52         1.
52.

 SCHOOL QUALITY 

.8
48           .8
38.4

 COST OF LIVING


22           .2
  4.4
APPENDIX B: Job Transfer Task Evaluations

The table below was calculated using EXCEL.  This is a working document for the experimenter, it is not given to the subjects.  The columns, labeled JobOpt x, represent the 7 alternatives.  The rows represent the 9 attributes.  The column labeled Priority is the “weight” that the decision-maker will use in performing the task; it ranks the attributes in order of importance. Job security, 1, is the most important and Cost of Living, .2, is the least important.  

The cells that represent the intersection rows and columns contain the ratings from 0 to 100 where the higher number represents the desirability of the specific attribute relative to the specific alternative from J. Doe’s perspective. 

The four rows labeled DQI xxxxxx represent the Reliability rating of the named, xxxxxx, row.  The row labeled W/O DQI is the weighted sum Without DQI of the attributes for the alternatives.  The row labeled W/DQI is the weighted sum With DQI of the attributes for the alternatives.  The rank order of the alternatives using the weighted sum scores W/O DQI is:   2, 7, 1, 4, 6, 5, and 3.  The rank of the alternatives using the weighted sum scores W/DQI from best to worst is: 7, 1, 4, 5, 2, 3, and 6.

The changes in order from W/O DQI to W/DQI are: All seven alternatives changed position in the rankings. For example, alternative 2 was first W/O DQI but became fifth W/DQI and alternative 3 was last in the rankings W/O DQI but became sixth W/DQI.  

	Attribute
	Priority
	JoBOpt1
	JoBOpt2
	JoBOpt3
	JoBOpt4
	JoBOpt5
	JoBOpt6
	JoBOpt7

	Job Content
	0.7
	84
	90
	50
	30
	50
	30
	50

	Current Growth
	0.3
	24
	84
	20
	52
	76
	24
	90

	Current Salary
	0.9
	80
	70
	16
	48
	24
	36
	82

	Future Salary
	0.5
	16
	82
	48
	54
	30
	20
	60

	Location
	0.4
	56
	60
	30
	26
	56
	56
	24

	Climate
	0.6
	50
	68
	32
	54
	44
	18
	64

	Job Security
	1
	54
	90
	24
	80
	18
	82
	52

	School Quality
	0.8
	42
	80
	20
	30
	48
	72
	48

	Cost Living
	0.2
	22
	50
	60
	52
	56
	44
	22

	DQI Job Cont
	
	0.8
	0.2
	0.7
	0.8
	0.8
	0.2
	0.8

	DQI School
	1
	0.2
	1
	0.8
	1
	0.2
	0.8

	DQI Cur Sal
	0.8
	0.7
	0.8
	0.6
	0.7
	0.8
	1

	DQI Secure
	0.5
	0.2
	0.8
	0.8
	0.8
	0.5
	0.8

	W/O DQI
	290.4
	421
	162.6
	264
	210.8
	252.2
	308.6

	W/DQI
	
	237.24
	228.5
	144.42
	221.72
	193.72
	141.84
	283.52


Example calculations for JoBOpt1 W/O DQI:

(.7*84)+(.3*24)+(.9*80)+(.5*16)+(.4*56)+(.6*50)+(1*54)+(.8*42)+(.2*22) = 290.4
Example calculations for JoBOpt1 W/ DQI: (.7*84*.8)+(.3*24)+(.9*80*.8)+(.5*16)+(.4*56)+(.6*50)+(1*54*.5)+(.8*42*1)+(.2*22)=237.2
DQI was provided for four attributes Job Content, School Quality, Current Salary and Job Security.  The DQI was included as a multiplier in the equation for each of those attributes.  This is not the only way to include DQI therefore we cannot state unequivocally that these are the only right numbers.  For example someone may choose to ignore an attribute if it has less than 50% chance of being accurate.

APPENDIX C: “Experiment is Voluntary” Statement

ANNOUNCEMENT TO BE GIVEN AT THE START OF THE 

EXPERIMENT PRIOR TO DISTRIBUTING THE TASKS.


Today we are conducting an experiment to support an Information Systems Research  Project.  The experiment will consist of one or two decision-making problems and a questionnaire. Your participation in this experiment is completely optional.  If you do participate your identity is completely anonymous.  No attempt is made to identify a specific person in any way. The answers and results of the experiment do NOT impact your grade or job in any way.  We are only interested in how people approach these tasks and answer the questions.  We are not interested in your specific identity.    

APPENDIX D: Examples Of Apartment Selection Task 

(CHENGALUR-SMITH et al., 1999 pages 25 and 26.) 

Number: ___________

Task 

Your job requires you to move to a new city.  You have a friend who lives there and you request her help in locating an apartment.  You provide a list of criteria that are important to you and you have weights in mind for each criteria, which reflect their relative importance to you.  Your friend gathers information about 4 potential apartment complexes and passes it along to you.  She scores each apartment complex on each factor on a 50-point scale, such that a higher number is always more desirable.  For example, a rating of 40 for rent expense is more desirable than a rating of 30.

Your objective is to choose the complex that overall performs the best.  However, you realize that the data she obtained may not be completely accurate.  For instance, she estimated commuting time by looking at the map.  Also, the complex managers indicated that the rent quoted could increase at any time.

You decide to incorporate this uncertainty into your decision making process by using a reliability measure where criteria rated below average have less reliable information than criteria that are rated above average.  The following tables display the reliability of the information provided about each criterion and the weights you assigned to each criterion.

	Criterion
	Reliability
	
	Criterion
	Weight

	Parking facilities
	Above average
	
	Parking facilities
	1

	Commuting time to work
	Below average
	
	Commuting time to work
	2.5

	Floor space
	Above average
	
	Floor space
	2

	Number of bedrooms
	Above average
	
	Number of bedrooms
	1.5

	Rent expense
	Below average
	
	Rent expense
	3


After multiplying the ratings by the weights for each criterion, you obtained the following results.  The weighted scores are shown on the next page (for example, a score of 70 for commuting time is the result of multiplying its rating of 28 by its weight of 2.5).

Given the weighted scores, the objective is to choose the apartment complex that overall is the best (has the highest overall sum).  Rank the apartment complexes in order of preference with 1 corresponding to the complex you would most prefer and 4 to the one you would least prefer.  (Use all the information given to break any ties.)  Recall that the reliability refers to the data and not to the weights.  Next to each complex write its rank, along with a brief explanation of how you arrived at the rank.

	A
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	Above avg
	22
	1
	22
	
	

	
	Commuting time
	Below avg
	28
	2.5
	70
	
	

	
	Floor space
	Above avg
	20
	2
	40
	
	

	
	# of bedrooms
	Above avg
	32
	1.5
	48
	
	

	
	Rent expense
	Below avg
	40
	3
	120
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	B
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	Above avg
	25
	1
	25
	
	

	
	Commuting time
	Below avg
	32
	2.5
	80
	
	

	
	Floor space
	Above avg
	31
	2
	62
	
	

	
	# of bedrooms
	Above avg
	36
	1.5
	54
	
	

	
	Rent expense
	Below avg
	36
	3
	108
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	C
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	Above avg
	28
	1
	28
	
	

	
	Commuting time
	Below avg
	27
	2.5
	67.5
	
	

	
	Floor space
	Above avg
	33
	2
	66
	
	

	
	# of bedrooms
	Above avg
	29
	1.5
	43.5
	
	

	
	Rent expense
	Below avg
	26
	3
	78
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	D
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	Above avg
	27
	1
	27
	
	

	
	Commuting time
	Below avg
	25
	2.5
	62.5
	
	

	
	Floor space
	Above avg
	35
	2
	70
	
	

	
	# of bedrooms
	Above avg
	38
	1.5
	57
	
	

	
	Rent expense
	Below avg
	37
	3
	111
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


(CHENGALUR-SMITH et al., 1999 pages 25 and 26.) 

Number: ___________

Task 

Your job requires you to move to a new city.  You have a friend who lives there and you request her help in locating an apartment.  You provide a list of criteria that are important to you and you have weights in mind for each criteria, which reflect their relative importance to you.  Your friend gathers information about 4 potential apartment complexes and passes it along to you.  She scores each apartment complex on each factor on a 50-point scale, such that a higher number is always more desirable.  For example, a rating of 40 for rent expense is more desirable than a rating of 30.

Your objective is to choose the complex that overall performs the best.  However, you realize that the data she obtained may not be completely accurate.  For instance, she estimated commuting time by looking at the map.  Also, the complex managers indicated that the rent quoted could increase at any time.

You decide to incorporate this uncertainty into your decision making process by using a reliability measure where a score of 100 indicates perfectly reliable data and 0 scores completely unreliable data.  The following tables display the reliability of the information provided about each criterion and the weights you assigned to each criterion.

	Criterion
	Reliability
	
	Criterion
	Weight

	Parking facilities
	57
	
	Parking facilities
	1

	Commuting time to work
	23
	
	Commuting time to work
	2.5

	Floor space
	76
	
	Floor space
	2

	Number of bedrooms
	68
	
	Number of bedrooms
	1.5

	Rent expense
	44
	
	Rent expense
	3


After multiplying the ratings by the weights for each criterion, you obtained the following results.  The weighted scores are shown on the next page (for example, a score of 70 for commuting time is the result of multiplying its rating of 28 by its weight of 2.5).

Given the weighted scores, the objective is to choose the apartment complex that overall is the best (has the highest overall sum).  Rank the apartment complexes in order of preference with 1 corresponding to the complex you would most prefer and 4 to the one you would least prefer.  (Use all the information given to break any ties.)  Recall that the reliability refers to the data and not to the weights.  Next to each complex write its rank, along with a brief explanation of how you arrived at the rank.

	A
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	57
	22
	1
	22
	
	

	
	Commuting time
	23
	28
	2.5
	70
	
	

	
	Floor space
	76
	20
	2
	40
	
	

	
	# of bedrooms
	68
	32
	1.5
	48
	
	

	
	Rent expense
	44
	40
	3
	120
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	B
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	57
	25
	1
	25
	
	

	
	Commuting time
	23
	32
	2.5
	80
	
	

	
	Floor space
	76
	31
	2
	62
	
	

	
	# of bedrooms
	68
	36
	1.5
	54
	
	

	
	Rent expense
	44
	36
	3
	108
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	C
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	57
	28
	1
	28
	
	

	
	Commuting time
	23
	27
	2.5
	67.5
	
	

	
	Floor space
	76
	33
	2
	66
	
	

	
	# of bedrooms
	68
	29
	1.5
	43.5
	
	

	
	Rent expense
	44
	26
	3
	78
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	D
	Criterion
	Reliability
	Rating
	Weight
	Weighted scores
	
	Rank = ___ 

Explanation:

	
	Parking facilities
	57
	27
	1
	27
	
	

	
	Commuting time
	23
	25
	2.5
	62.5
	
	

	
	Floor space
	76
	35
	2
	70
	
	

	
	# of bedrooms
	68
	38
	1.5
	57
	
	

	
	Rent expense
	44
	37
	3
	111
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


APPENDIX E: Post Questionnaire (Novices)

Number:____________

The following information will not be used to identify individuals in any way.  Information is recorded by the random number assigned to your questionnaire.  No attempt will be made to correlate these random numbers with any actual identity.  

1. Female _________  Male _________

2. My College Level is: 


Currently a FR:___  SOPH: ___  JR: ____ SR: ______

3. My age is 17-20 _____;  21-25 ______;  26-30 _____; 31-35 _____; 
greater than 35 ____. 

4. The number of years that I have lived in my own apartment or my own home (i.e., not my parents’) is 0_____;  1 -5 ______;  6-10 _____;  greater than 10 _____. 

(Check 0 if never lived in own apartment)

5.  The number of years that I have been a manager is 0 _____; 1-5 ______;  6-10 _____;  greater than 10 _____. (Check 0 if never been a manager)

6.  I have selected and lived in _______ (how many) apartments or homes.  This is asking what experience you have had in selecting your own apartment/home.  

7. In the apartment selection task what data was most useful to you?


________________________________________________________________

8. In the apartment selection task what data would like to have had that you did not have?


________________________________________________________________

9.  I am confident that my apartment selection choices are correct:

:__________:__________:_________________:____________:_____________:

Strongly


Neither




Strongly

Agree

Agree

Agree/Disagree
Disagree
Disagree

10.  The factors that contribute to my degree of confidence (or lack of) are:

(Please be as specific as possible)


____________________________________________________________


____________________________________________________________


____________________________________________________________

11.  Explain the approach that you used in reaching a conclusion.  How did you determine the rankings of the alternatives?

12.  Did you compare alternatives two at a time and then pick the best one and then compare that one to the next one and so on until only one was left standing?


Always____  Sometimes____ Seldom____  Never____

13. Did you focus on single characteristics (attributes) and compare across all alternatives?


Always____  Sometimes____ Seldom____  Never____

14. Did you tend to compute a sum of all attribute values multiplied by their weights and derive a single score for each alternative?


Always____  Sometimes____ Seldom____  Never____

15. Did you establish minimal acceptable values for each attribute of each alternative and then see if each alternative, one by one, met that “cutoff?”  


Always____  Sometimes____ Seldom____  Never____

16. Did you use a combination of the above techniques?


Always____  Sometimes____ Seldom____  Never____

APPENDIX F: Post Questionnaire (Experts)
Number:____________

The following information will not be used to identify individuals in any way.  Information is recorded based on the random number assigned to your questionnaire.  No attempt will be made to correlate these random numbers with any actual identity.  

1. Female _________  Male _________

2. My Education is:   (Please indicate the highest level that you have achieved) 


High School ____


Bachelors Degree __________


Masters Degree ____________

      Post Masters Degree _________ (Specify:_________________________________)

3.  My Occupation may be described as:  Professor  ____;  Professional Educator ___; 

Full time graduate Student ___;   Engineer ___; Programmer ___;  Administrative ___; Accountant ___;  Entrepreneur ___;  Business ___;  Other: ______________________. 

4.  My age is 17-20 _____;  21-30 _____;  31-40 _____;  41-50 _____;  51-60 _____;  greater than 60 _____.

5.  The number of years that I have lived in my own apartments or homes (i.e., not my parents’) is 0_____;  1 -5 ______;  6-10 _____;  11-15 _____;  16-20 _____; 21-25 _____;  26-30 _____;  greater than 30 _____.

6.  I am currently a manager or supervisor :  Yes ___ ;   No ___ .

7. I have selected and lived in _______ (how many) apartments or homes. 

8. In the apartment selection task what data was most useful to you?


________________________________________________________________

9. In the apartment selection task what data would like to have had that you did not have?


________________________________________________________________

10.  I am confident that my apartment selection choices are correct:


:__________:__________:_________________:____________:_____________:


Strongly


Neither




Strongly


Agree

Agree

Agree/Disagree
Disagree
Disagree

11.  The factors that contribute to my degree of confidence (or lack of) in the apartment selection task are:  


____________________________________________________________


____________________________________________________________

12. For the apartment selection  task:  Did you compare alternatives two at a time and then pick the best one and then compare that one to the next one and so on until only one was left standing?


Always____  Sometimes____ Seldom____  Never____

13. For the apartment selection  task:  Did you focus on single characteristic(attribute) and compare across all alternatives?


Always____  Sometimes____ Seldom____  Never____

14. For the apartment selection  task:  Did you tend to compute a sum of all attribute values multiplied by their weights and derive a single score for each alternative?


Always____  Sometimes____ Seldom____  Never____

15. For the apartment selection task: Did you establish minimal acceptable values for each attribute of each alternative and then see if each alternative, one by one, met that “cutoff?”  


Always____  Sometimes____ Seldom____  Never____

16. For the apartment selection task: Did you use a combination of the above techniques?


Always____  Sometimes____ Seldom____  Never____

17. The number of years that I have been a full time employee is:  0 _____;  1-10 _____;  

      11-20 _____; 21-30 _____;   greater than 30 _____.

18. In the job relocation task what data was most useful to you?


________________________________________________________________

19.  In the job relocation task what data would like to have had that you did not have?


________________________________________________________________

20.  I am confident that my job relocation choices are correct:

:__________:__________:_________________:____________:_____________:


Strongly


Neither




Strongly


Agree

Agree

Agree/Disagree
Disagree
Disagree

21.  The factors that contribute to my degree of confidence (or lack of) are:


____________________________________________________________


____________________________________________________________

22.   How many times have you transferred jobs within a location?


0 ___:  1 - 3 ____:   4 - 6 ____:   7 – 9 ____:   10 or more ____ 

23.   How many times have you transferred jobs to a new location (e.g., change in commute) that did not require a household move?

0 ___:   1 - 3 ____:   4 - 6 ____:   7 – 9 ____:   10 or more ____

24.   How many times have you transferred jobs that required a household/apt move?

0 ___:  1 - 3 ____:   4 - 6 ____:   7 – 9 ____:   10 or more ____

25. For the job relocation task:  Explain the approach that you used in reaching a conclusion.  How did you determine the rankings of the alternatives?

26. For the job relocation task:  Did you compare alternatives two at a time and then pick the best one and then compare that one to the next one and so on until only one was left standing?


Always____  Sometimes____ Seldom____  Never____

27. For the job relocation task:  Did you focus on single characteristic(attribute) and compare across all alternatives?


Always____  Sometimes____ Seldom____  Never____

28. For the job relocation task: Did you tend to compute a sum of all attribute values multiplied by their weights and derive a single score for each alternative?


Always____  Sometimes____ Seldom____  Never____

29. For the job relocation task:  Did you establish minimal acceptable values for each attribute of each alternative and then see if each alternative, one by one, met that “cutoff?”  


Always____  Sometimes____ Seldom____  Never____
30. For the job relocation task:  Did you use a combination of the above techniques?


Always____  Sometimes____ Seldom____  Never____

31. I experienced time pressure to complete the Apartment Selection Task.

:__________:__________:_________________:____________:___________:

Strongly


Neither




Strongly

Agree

Agree

Agree/Disagree
Disagree
Disagree

32. I experienced time pressure to complete the Job Transfer Task.

:__________:__________:_________________:____________:___________:

Strongly


Neither




Strongly

Agree

Agree

Agree/Disagree
Disagree
Disagree

APPENDIX G: USS Vincennes Time Line: July 3, 1988


7:15 AM USS Vincennes along with the USS Montgomery were called to rescue a German Merchant Ship that was being attacked by 13 Iranian Revolutionary Guard Boats (IRG) (Rogers & Rogers, 1992). Others said the IRGs were harassing but they weren't shooting and not attacking (Barry, et al., 1992). 


9:12 AM the "USS Vincennes was ordered to proceed north and investigate the Iranian aggression" (Dotterway, 1992, p. 29). 


9:15 AM a USS Helicopter, Ocean Lord, a component of the USS Vincennes arsenal, was attacked by 6 of the IRGs (Rogers & Rogers, 1992; Dotterway, 1992, p. 29). Barry (1992) points out that this occurred only after the Ocean Lord entered Iranian waters and dropped low enough to be within the IRG range of fire. 


9:39 AM Captain Rogers radioed fleet headquarters and announced his intentions to open fire (Barry, et al., 1992). There were mixed reports as to whether the IRGs were "milling about" or "attacking" but it was clear that the IRGs were in territorial waters and were legally safe from attack by the USS Vincennes (Barry, et al., 1992). 


9:41 AM The USS Vincennes crossed into Iranian territorial waters in violation of international law (Barry, et al., 1992). 


9:43 AM The USS Vincennes and the USS Montgomery were attacked by 7 of the IRGs. Significant gunfire was exchanged for the next 40 minutes (Rogers & Rogers, 1992). 


9:45 AM US planes, the E-2C Hawkeye, and 2 F-14 fighter planes were launched from a third carrier, the USS Forrestal and being tracked by the USS Vincennes. The F-14s moved out of range and were not tracked further by the Vincennes (Rogers & Rogers, 1992). 
9:47 AM The USS Vincennes began monitoring an Iranian P-3 patrol plane simultaneously with the gunfire being exchanged with the IRGs. The P-3 was heading directly toward the Vincennes (Rogers & Rogers, 1992). 


9:47 and 35 Seconds AM The USS Vincennes began tracking an aircraft coming out of Bandar Abbas, Iran and flying toward the USS Vincennes. "The Vincennes's powerful Spy radar picked up a distant blip -- a plane [later known to be Flight 655] lifting off from the airport at Bandar Abbas" (Barry, et al., 1992). The first IFF test to identify it as a friend or foe received a friendly (mode III) response. However the Petty Officer Anderson responsible was unable to correlate the flight with the timetable of commercial airliners. Presumably he was confused by the different time zones (Barry, et al., 1992). 


Rogers' account was slightly different. He said that the first attempt to identify this plane resulted in 2 identifications, one neutral -- commercial (mode III) and one military - Iranian F-14 (mode II) (Rogers & Rogers, 1992). The Aegis system assigned Track Number (TN) 4474 to this unidentified aircraft.  At this point the Vincennes was tracking 7 IRGs and 4 aircraft (Helicopter, P-3, E-2C and the newly launched plane from Bandar Abbas) (Rogers & Rogers, 1992). 


9:48 AM The P-3 acknowledged warnings and stayed away. TN 4474 continued to approach the Vincennes (Rogers & Rogers, 1992). 


9:50 AM IRG shells struck the USS Vincennes, a large gun on the Vincennes was damaged and the Vincennes had to make an unusual 180 degree turn to position its other guns (Rogers & Rogers, 1992). A few seconds later "someone called out that the incoming plane was a possible F-14. No one was ever able to find out who" (Barry, et al., 1992). 


9:51 AM The Captain ordered continuous challenges to be made to the TN 4474 aircraft (Rogers & Rogers, 1992). Anderson reported that the plane was a possible F- 14 (Barry, et al., 1992). 


9:52 AM CIC personnel reported that TN4474 was still descending and heading toward the Vincennes, now at 25 miles distant (Rogers & Rogers, 1992). The USS Sides rejoined the radar network and Aegis System assigned a new number to the in bound Iranian aircraft. It was changed from TN 4474 to TN 4131. 


9:53 AM TN 4131 (was TN 4474) is now 16 miles and still closing. Captain Rogers asked for reconfirmation of the IFF codes. Again codes indicative of military aircraft were confirmed (Rogers & Rogers, 1992). 


9:54 and 22 seconds AM  TN 4131 is now 10 miles and permission was granted to shoot it down. Captain Rogers was "convinced, beyond doubt, that the aircraft was supporting the surface engagement in progress and that his ship and crew were in imminent danger" (Rogers & Rogers, 1992, p. 16). 


9:54 and 43 seconds AM the Iranian aircraft was shot down. Meanwhile the surface battle with the IRGs continued (Rogers & Rogers, 1992). 

APPENDIX H: Aegis Battle Management System 

Rogers said, “The USS Vincennes is one of the U.S. Navy’s newest and most technically advanced ships, an anti-air warfare (AAW) cruiser equipped with the world’s finest battle management system, Aegis.  Aegis is capable of simultaneously processing and displaying several hundred surface and air radar tracks.  Its great tactical advantage is the speed with which it determines course, speed and altitude” (Rogers and Rogers, 1992, p. 2).  Within this system, information is displayed visually to crew and automatically to various weapons. 

The Combat Information Center (CIC) is a master war room containing stations for the commanding officer (CO), Air Tactical Action Officer (TAO) and general TAO, and numerous additional operators (computer displays, LSDs, telephone, radio circuits, Gun Control Supervisor and consoles, chart tables, tracers, and so forth).  Four 3.5 by 3.5 foot display consoles (LSD) show the symbols of the air and sea contacts being tracked by Aegis (Rogers and Rogers, 1992). 

Surface contacts are represented by white relief dots on a dark blue background; a dot within a diamond is the computer-generated symbol for a hostile surface ship.  Aircraft also appear in white dots, but in half-diamonds for hostiles and half-circles for friendlies.  The relative length of white lines projecting from the dots indicates course and speed.  The use of relative length for speed restricts the use of relative length for size and thus deprived the Vincennes’ officers of another visual check.  A commercial airbus is much larger than a fighter plane; if length of symbol was related to the size of an air contact, it might have been possible for the Vincennes’ crew to note that the Flight 655 contact was much too large to be a fighter.

The smaller displays provided alphanumeric information pertaining to specific contacts.  This information included track number (TNxxxx), speed, course, distance, and altitude, as well as identification, friend or foe (IFF).  The Captain monitored the flow of information through a headset, scanned the LSDs, and interjected orders as necessary (Rogers and Rogers, 1992).

Aegis has an elaborate array of sensors and computers that automatically feed information to the displays and weapons systems.  The system records every button pushed, every switch thrown, every keystroke made, and most status reports.  During the incident, operators were recorded depressing buttons four to six times per second (Rogers and Rogers, 1992).

Information was fed constantly to the TAO and the Air-TAO by other ships, various console operators, and commander Middle East Force.  The track number assignment to various contacts, and the coordination of those assignments between ships, led to a data quality issue.  Captain Rogers (Rogers and Rogers, 1992) said the track number issue was a factor, but only a “small piece of the puzzle.”  Some reports did not mention this factor, whereas others mentioned it but also considered it to be a minor issue (Dotterway, 1992).  This paper considers this data quality issue to be the most critical piece of the puzzle, because, if corrected, it could have most clearly mitigated the problem.

The Aegis Battle Management System is designed to coordinate the tactical information obtained from all ships in a group with all other ships in the group.  Any ship in the group may make a radar contact.  Each ship is provided a block of numbers from which the tracking number (TN) is assigned.  As each ship makes a radar contact, its individual on-board system assigns a TN from its block and transmits it to the Aegis system on board the lead ship.  The lead ship then tracks the contact and communicates its status to all other ships in the group.  All ships track a contact by using the same reference number to avoid confusion when information is being sought or given about a particular contact.  In this manner, the lead ship may track several hundred unique contacts simultaneously (Dotterway, 1992).

There were five ships in the group involved in the Persian Gulf incident, with the USS Vincennes serving as lead ship with the Aegis system.  The USS Sides and the USS Vincennes simultaneously detected Flight 655 departing Bandar Abbas airport at the actual time it took off.  Initially each ship assigned a number from its own block.  This created a situation in which two numbers were assigned to the same contact.  The USS Sides assigned TN4131 to Flight 655, while the USS Vincennes assigned TN4474 to the same contact.  The Aegis system has a method to resolve this duplication of identifiers, but not necessarily to resolve all impacts of the original duplication.

Aegis reuses numbers to resolve duplicates.  It identifies duplicates by correlating all information (altitude, speed, course, location, and distance) to determine if there is a unique contact or multiple contacts.  In this example, the system determined that there was a single contact, then dropped the TN assigned by the Vincennes and established the number assigned by the USS Sides as the official TN.  The Aegis system put the Vincennes’ assigned number, TN4474, back into the database for reuse.  

The advantages of this technique are the establishment of a single identifier for each air contact and the track management of numbers of contacts larger than any single ship’s block of numbers (Dotterway, 1992).  However, there are certain fundamental disadvantages inherent in this recycle policy.  The system does not alert operators that the reuse process has occurred (Rogers and Rogers, 1992).  It is possible that an operator, user, or recipient of the data might not realize that a number has been reused, and might refer to the contact by its original designation with disastrous results.  In the Vincennes incident, TN4474 was originally assigned to the passenger Airbus and then reused to designate a fighter plane (Dotterway, 1992; Rogers and Rogers, 1992).  Captain Rogers inquired as to the status of TN4474 and was told that it was descending and increasing speed.  He then ordered “it” to be shot down.  The “it” turned out to be Flight 655 being monitored as TN4131.

The literature is not clear as to what words were used to designate “it.”  How the Captain could inquire as to the status of TN4474 and order a shoot down of TN4131 is not clear.  In context, there was clearly much conversation about TN4131 approaching closer and on course with the Vincennes, but the Aegis system always indicated that TN4131 was ascending at a moderate rate of speed and emitted a friendly IFF code.

While other factors clearly come into play in this case, there is one inference that can be reached about the number reuse.  We may assume that if the Captain had asked about TN4474 and was told that TN4474 was no longer in use, the captain would have been forced to ask another question to obtain the current number of Flight 655.  Upon this clarification, the Captain would then most likely ask about the status of TN4131, which would indicate the true IFF, altitude, and speed of Flight 655.

It is surprising that such a premium was placed on number availability and reuse.  Each ship’s blocks of numbers were restricted to 177 numbers (Dotterway, 1992).  For example, the USS Sides was assigned a block of numbers from 3400 to 3576; the Vincennes was assigned a block of numbers from 4400 to 4576 (Dotterway, 1992).  Presumably, the potential cost of data storage led to this decision.  However, entity identifier reuse is a well-known situation in database literature, and specific procedures are established to handle this situation within databases (Kendall and Kendall, 1999).

A common topic in features of database systems is referential integrity (Elmasri, et al., 1994; C. J. Date, 1981; McFadden and Hoffer, 1988).  In referential integrity, database procedures are established to allow a change to a field and then to ensure that all related fields reflect those changes.  This issue was well known in the 1970s, years before the shoot down of Flight 655 (C. J. Date, 1981).  However, there is no such procedure in place outside the database.  A human user may write a note or remember something about original data, such as the identifier TN4474.  If that identifier changes, there is no guarantee that the human user will be informed of the changes or, if they are informed, that they will change their notes or their remembrance.   

In a case where there are multiple track numbers assigned to an entity (i.e., the air contact) and a single, unique track number must be obtained, the track numbers that are dropped must be considered to be in error.  Considering these dropped numbers errors is appropriate error correction procedure.  Often, one of the biggest problems in database systems is detecting valid but erroneous data (McFadden and Hoffer, 1988).  In the Vincennes/Aegis System case, the problem could have been automatically detected, since the Aegis system makes the determination to select a common number and then makes the other numbers available for reuse in the database.  However, once an error has been introduced into a system, there may be a chain reaction of errors as various applications and people use that data.

As stated above, the reassignment of entity identifiers in the Aegis database is not communicated to the human users (Rogers and Rogers, 1992; Dotterway, 1992).  Reassignment requires human follow-up to ensure that all users are ultimately using the correct data (McFadden and Hoffer, 1988).  In the Vincennes/Aegis system case, the user was not notified of the change of the entity identifiers and there was no human follow-up to confirm the data.  This led to the Captain’s request for information about the entity in question by use of the then incorrect tracking number.

There are several principles for design of data-encoding schemes (Kendall and Kendall, 1999).  One such principle is that the codes should be kept stable.  Stability means that the identification code for an entity should not change (Kendall and Kendall, 1999).  A second principle is that codes must be unique.  The Aegis system attempted to ensure that codes were unique, but allowed duplicate codes because of its reuse procedure. 

Communication problems contributed to the poor quality of information.  Captain Rogers’ staff discovered that the voice quality of the internal CIC communication net tended to deteriorate when the circuit was heavily loaded (Rogers and Rogers, 1992).  In other words, the higher the volume of voice traffic, the lower the voice quality became.  This is a very serious problem, as voice traffic naturally increases during crises or potential crises.  During a crisis one would expect more calls during a shorter communication period.  Deteriorating voice quality would only exacerbate an already tense and stress-filled situation.

The investigation into the Flight 655 tragedy found no fault nor reason for disciplinary action or punitive action against any members of the crew or officers aboard the USS Vincennes (Rogers and Rogers, 1992).  Captain Rogers explained that, “It looks like the system worked the way it’s supposed to….  However, there are problems with the way the consoles are designed, the displays are presented, and the communication nets work” (Rogers and Rogers. 1992, p. 152). 

APPENDIX I: Decision Strategy Worksheet

Work Sheet Control Number:_____________

Examine questionnaire and give an estimate of which decision technique was most dominantly used.

___WADD (expected utility, sums of weighted scores)

___EQW (equal weights, and as in expected utility)

___SAT (satisficing, first alternative that meets goals)

___EBA (elimination by aspects, cutoffs or hurdle)

___MCD (multiple confirming dimensions)

___FRQ (frequency of good features)

___MIX (mixtures)


Includes: ____, ____, ____, ____.

___OTH (other?)


Explain ___________________________________________________________


__________________________________________________________________


__________________________________________________________________

Examine Task Ranking Explanations and give an estimate of which decision technique was most dominantly used.

___WADD (expected utility, sums of weighted scores)

___EQW (equal weights, and as in expected utility)

___SAT (satisficing, first alternative that meets goals)

___EBA (elimination by aspects, cutoffs or hurdle)

___MCD (multiple confirming dimensions)

___FRQ (frequency of good features)

___MIX (mixtures)


Includes: ____, ____, ____, ____.

___OTH (other?)


Explain ___________________________________________________________


__________________________________________________________________


__________________________________________________________________
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