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P
OOR DATA QUALITY CAN HAVE A SEVERE IMPACT ON THE OVERALL EFFECTIVENESS

of an organization. A leading computer industry information service

firm indicated that it “expects most business process reengineering

initiatives to fail through lack of attention to data quality.” An industry

executive report noted that more than 60% of surveyed firms (500

medium-size corporations with annual sales of more than $20 million)

had problems with data quality. The Wall Street Journal also reported

that, “Thanks to computers, huge databases brimming with information are

at our fingertips, just waiting to be tapped. They can be mined to find sales 
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prospects among existing customers; they can be ana-
lyzed to unearth costly corporate habits; they can be
manipulated to divine future trends. Just one problem:
Those huge databases may be full of junk. . . .In a world
where people are moving to total quality management,
one of the critical areas is data.” 

The quality of a product depends on the process by
which the product is designed and produced. Likewise,
the quality of data depends on the design and produc-
tion processes involved in generating the data. To
design for better quality, it is necessary first to under-
stand what quality means and how it is measured. 

Data quality, as presented in the literature, is a
multidimensional concept. Frequently mentioned
dimensions are accuracy, completeness, consistency,
and timeliness. The choice of these dimensions is pri-
marily based on intuitive understanding [4], industri-
al experience [10], or literature review [13].
However, a literature review [25] shows that there is
no general agreement on data qual-
ity dimensions. 

Consider accuracy which most
data quality studies include as a key
dimension. Although the term has
an intuitive appeal, there is no com-
monly accepted definition of what it
means exactly. For example, Kriebel
[13] characterizes accuracy as “the
correctness of the output informa-
tion.” Ballou & Pazer [4] describe
accuracy as “the recorded value is in
conformity with the actual value.”
Thus, it appears the term is viewed as
equivalent to correctness. However,
using one term to define the other
does not serve the purpose of clearly
defining either. In short, despite the
frequent use of certain terms to indi-
cate data quality, there does not exist
a rigorously defined set of data qual-
ity dimensions.

Clearly, the notion of data or
information quality depends on the
actual use of data. What may be con-
sidered good data in one case (for a specific application
or user) may not be sufficient in another case. For
example, analysis of the financial position of a firm may
require data in units of thousands of dollars, whereas
auditing requires precision to the cent. This relativity of
quality presents a problem. The quality of the data gen-
erated by an information system depends on the design
of the system. Yet, the actual use of the data is outside
of designer’s control. Thus, it is important to provide a
design-oriented definition of data quality that will
reflect the intended use of the information.

The need to evaluate data in quantitative terms has
long been recognized. Related work can be character-
ized as theory-based or design-oriented.1

Two theoretical approaches are particularly relevant

to data characteristics: communication theory and infor-
mation economics. In their mathematical theory of com-
munication, Shannon and Weaver [17] provide a
probabilistic treatment of noisy transmission. In a noisy
channel the signal resulting from a given message and
the message that originated a known signal are uncer-
tain. The uncertainty of the originating message of a
received signal is termed “equivocation.” Communica-
tion theory only deals with the transmission of signals
and uses the word “information” in the specific mean-
ing of the freedom to choose messages [15, p. 109]. It
does not relate to the use of the transmitted signals. In
contrast, information economics [9, 15, 16] seeks to
evaluate information in terms of its use. An information
system is modeled as a mapping from events in the
world to signals. Users take actions based on the signals
provided by the system. The value of information is
given in terms of the outcomes of user actions based on
the information. This approach enables the compari-

son of various information systems in
terms of their value for the users.

Both communication theory and
information economics provide for-
mal treatments. However, neither
addresses the notion of data quality in
the context of systems design. In con-
trast, design-oriented approaches to
data quality intend to provide actual
guidance to system designers [23].
These approaches study characteris-
tics of data in information systems in
terms of actual design and implemen-
tation concepts such as entities, attrib-
utes and values. Such approaches can
be termed “data-centric” as they focus
on the structure and values of the
data in a system. Although pragmatic,
they have two main shortcomings.
First, they do not derive data quality
dimensions from fundamental princi-
ples. Second, since these approaches
rely on specific data design concepts,
they implicitly assume the detailed
design should be known before data

quality needs can be specified. Thus, they do not sup-
port early specification of data quality requirements. 

This article analyzes data quality in terms that are
not data-centric yet are oriented towards system-design.
Specifically, we suggest rigorous definitions of data
quality dimensions by anchoring them in ontological
foundations; and we show how such dimensions can, in
principle, provide guidance to systems designers on
data quality issues.

We base our approach on the notion the role of an
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1
Accounting literature has always extensively addressed issues such as relia-

bility, relevence, timeliness, and accuracy [9, 11, 19]. However, the primary
interest there is in the accounting function such as auditing rather than
information systems design.



information system is to provide a representation of an
application domain (also termed the real-world system)
as perceived by the user. Representation deficiencies
are defined in terms of the difference between the view
of the real-world system as inferred from the informa-
tion system and the view that is obtained by directly
observing the real-world system. From various types of
representation deficiencies, we derive a set of data qual-
ity dimensions. Thus, in our approach users’ views serve
as a standard against which data quality is defined.

To base data quality concepts on the role of an infor-
mation system as a representation, we need to define
what is directly observed in the real-world system, and
how an information system acts as a representation of
the real-world system. The subject of ontology encom-
passes what is in the world.2

Foundations of the Data Quality Model
We begin by making a distinction between the external
and internal views of an information system [20]. The
external view is concerned with the use and effect of an
information system. It addresses the purpose and justi-
fication of the system and its deployment in the organi-
zation. In the external view,
an information system is con-
sidered “given,” that is, a
black box with the function-
ality necessary to represent
the real-world system.

In contrast, the internal
view addresses the construc-
tion and operation necessary
to attain the required func-
tionality, given a set of
requirements which reflect
the external view. System
construction includes design
and implementation. System
operation includes activities
involved in producing the
data such as data capture,
data entry, data mainte-
nance, and data delivery. For
simplicity, we assume perfect implementation because,
for our purposes, a faulty implementation is equivalent
to a faulty design with a perfect implementation. Thus,
our analysis concentrates on the internal view, and is
oriented towards system design and data production.
This has two important implications. First, since the
internal view is use-independent, it supports a set of def-
initions of dimensions of data quality that are compa-
rable across applications. Hence, these dimensions can
be viewed as being intrinsic to the data. Second, this
view can, in principle, be used to guide the design of an
information system with certain data quality objectives.

The distinction between the external and internal
views should not be interpreted as a sequential systems

development process. Rather, it intends to establish the
designer, having no control of users requirements,
should take the requirements as given at any time dur-
ing development. It is possible, that system designers
and users will cooperate in an iterative design process
as needed.

Fundamental Principles
Our model is based on four assumptions. The first
establishes the purpose of an information system:

1. The Representation Assumption: An information
system is a representation of a real-world system as
perceived by users.

The view of an information system as a representation
is not new. For example, Kent [12] states that “an infor-
mation system . . . .is a model of a small, finite subset of
the real world.” This view might seem somewhat
restricted because it does not relate to the social and
organizational aspects of information systems (e.g.,
[14]). Moreover, it assumes that all relevant knowledge
about the real-world system should be represented in

the information system. This contradicts the notion
that some events cannot be anticipated, yet information
about them might be very useful [7]. However, for our
objective of defining data quality dimensions for design
purposes, it is sufficient to consider the information sys-
tem in its role as a representation of known aspects of
the real-world.

The development and use of an information system
involve two transformations: the representation trans-
formation (rep for short) and the interpretation trans-
formation (int) [21]. The representation
transformation deals with creating a representation of
a view of the real-world system. This includes creating
the information system and populating it with data.
The interpretation transformation is the use of the
information system to infer a view of the represented
real-world system. 

Information systems users may not be those involved
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Figure 1. Possible data dificiencies in the data quality model

2Angeles, in Dictionary of Philosophy, defines ontology as “That branch of phi-
losophy which deals with the order and structure of reality in the broadest
sense possible.”



in defining the requirements for the information sys-
tem. Hence, to assure that the interpretation transfor-
mation will be able to reproduce the original view of
the real-world system we introduce: 

2. The Interpretation Assumption: An information sys-
tem is built for use by the user whose view of the real-
world system is captured in the design of the system. 

For the information system to function properly, both
the representation and interpretation transformations

need to be performed flawlessly. This is the basis for
our definition of data deficiency (Figure 1).

Definition 1. A data deficiency is an inconformity
between the view of the real-world system that can be
inferred from a representing information system and
the view that can be obtained by directly observing the
real-world system.

The interpretation transformation can be decom-
posed into two processes. First, the information sys-
tem creates a perceptible representation (most
commonly, but not solely, a visual display). Then, the
user should be able to perform the required inference
about the real-world system. (A ‘user’ can, in princi-
ple, be a human-being or a machine.) However, the
user’s ability is beyond the control of the system
designer, and therefore, beyond the scope of our
model. Hence, we separate interface-related issues
from our model:

3. The Inference Assumption: The information system
can create a perceptible representation from which the
user can infer a view of the real-world system as repre-
sented in the information system.

Finally, we confine our model to system design and
data production aspects by excluding issues related to
use and value of the data: 

4. The Internal View Assumption: Issues related to the
external view such as why the data are needed and how
they are used are not part of the model.

This assumption does not imply that use and value
are unimportant, but rather that data quality in our
model is specified with respect to a given set of require-
ments that, we assume, capture the true intentions of
the users. 

Two notes are in order. First, according to our
assumptions data quality dimensions are relative to user
requirements. Second, although we assume that user

requirements are given, this still allows possible require-
ments changes during the design process.

Since models of the world are the domain of ontol-
ogy, we base our analysis on ontological constructs. The
fundamental ontological concepts that we use and their
application to information systems have been
addressed in detail elsewhere ([6, 20, 22]). Here we
summarize only the main concepts needed for our
analysis.

Ontological Concepts
The world is made of things that possess properties. A
thing can be a composite— made of other things. Prop-
erties are represented as attributes which are charac-
teristics assigned to things by humans, depending on
purpose and experience. The values of the attributes at
any given time comprise the state of the thing.3

The knowledge of a thing is captured in terms of its
states. Not all combinations of values of attributes are
possible. There are laws that limit the allowed states to
the lawful state space. An information system is also a
thing. To be a good representation of a real-world sys-
tem, the lawful states of the information system should
reflect the lawful states of the real-world system. 

Postulate 1. Things are modeled in terms of their states
and laws.
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Postulate 2. The real-world system is a thing, described
in terms of its states and laws.

Postulate 3. An information system is a thing, described
in terms of its states and laws.

Usually, a system is not viewed just as a whole, but its
components are also of interest, hence: 

Postulate 4: A system can be described as a composite
made of other things.

Each of the components of a system is a thing, again
modeled in terms of its states and laws. There is a con-
nection between the states of components and the
states of the whole system:

Postulate 5. Let the components of a system with a state
space S be {X1,...,XN} with state spaces {S1,...,SN} respec-
tively. There exists an exhaustive and one to many
mapping: S → S1x...xSN (every element in S has at least
one counterpart in S1x...xSN).

Next we formalize the notion of an information sys-
tem as a representation of a real-world system:

Definition 2. An information system is said to be a rep-
resentation of a real-world system if observing the state
of the information system at a given time enables the
inference of a state of the real-world system (at the
same or another time).

We now define the link between the data-oriented and
ontological views of information systems:

Postulate 6. The data stored in an information system
at a certain time represent the state of the information
system at that time.

This is consistent with the well-accepted database con-
cepts. For example,

“The data in the database at a particular moment 
in time is called a database state. In a given data
base state. . . .Every time we insert or delete a 
record, or change the value of a data item, we 
change one state of the database into another 
state [8].”

Finally, we note two implications of our model. First,
the notion of state does not rely on precise values,
hence, the model can accommodate qualitative (“soft”)
data. Second, we assume the granularity of states
reflects exactly the user’s needs. States that are equiva-
lent from the user’s point view are combined into one
state (e.g., [15]).4

Deriving Data Quality Dimensions
We begin by identifying the criteria for a real-world sys-
tem to be properly represented by an information sys-
tem. Based on this, we identify possible representation
deficiencies that can occur during system design and
data production. These deficiencies are used to define
intrinsic data quality dimensions. 

Let RWL denote the lawful state space of a real-world
system, and ISL that of an information system repre-
senting this real-world system. Recall the representation
and interpretation transformations. These transforma-
tions imply that two mappings must exist: A mapping
from RWL to ISL, Rep: RWL →ISL, and a mapping from
ISL back to RWL, Int: ISL → RWL. 

For a real-world system to be properly represented,
two conditions must hold (Figure 2). First, every lawful
state of the real-world system should be mapped to at
least one lawful state of the information system (a real-
world state can be mapped into multiple information
system states). Second, it should be possible, in princi-
ple, to map an information system state back to the
“correct” real-world state. 
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4Combining states whose difference is significant reflects the concept of
materiality in accounting where insignificant events should not be recorded
(e.g., [3, p. 70] who compare this practice to the legal notion minimis non
curat lex, or trivial matters will not be considered).
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Definition 3. A real-world system is said to be properly
represented if: (1) there exists an exhaustive mapping,
Rep: RWL → ISL, and (2) no two states in RWL are
mapped into the same state in ISL (the inverse mapping
is a function).

Our analysis of data deficiencies is based on deviations
from the conditions of Definition 3. We distinguish
deviations due to system design flaws from those due to
data production (system operation) flaws.

Definition 3 treats states in RWL and ISL as a whole,
similar to considering the total data in a database at a
particular moment as the database state. In practice, it
is common to decompose the model of the real-world,
i.e., view it as an aggregate of things and to decom-
pose the information system to represent these com-
ponents. By Postulate 5, RWL can be viewed as a subset
of the outer product of the components’ state spaces.
Correspondingly, a database state can be viewed at the
global or at the component (e.g. entity, or object)
level. Unless explicitly mentioned, our analysis applies
to both the global and the decomposed views. Howev-
er, it will be shown that the decomposition of RWL and
ISL can generate special cases of representation defi-
ciencies.

Design Deficiencies
Based on our proper represen-
tation definition, we identify three generic categories of
design deficiencies: incomplete representation, ambiguous
representation, and meaningless states.

Incomplete representation: For an information system
to properly represent a real-world system, the mapping
from RWL to ISL must be exhaustive (i.e., each of the
states in RWL is mapped to ISL). If the mapping is not
exhaustive, there will be lawful states of the real-world
system that cannot be represented by the information
system (Figure 3). We term this “incompleteness.” An
example is a customer information system design which
does not allow a non-U.S. address (a lawful state of the

real-world system) to be recorded.

Ambiguous representation: For a proper representa-
tion no two states of the real-world should be mapped
into the same state of the information system. If several
states in RWL are mapped into the same state in ISL,
there is insufficient information to infer which state in
RWL is represented. We term this situation “ambiguity”
(Figure 4). A typical case of ambiguity is when there is
insufficient number of digits to represent some states of
the real-world system. This is usually viewed as a preci-
sion problem. However, we consider it a special case of
ambiguity which is more general as it relates to any type
of data, not just to numeric values. For example, a sys-
tem design may allow only for one telephone number,
without indicating whether it is the office or home tele-
phone. 

Meaningless states: It is not required that the mapping
from RWL to ISL be exhaustive with respect to ISL. How-
ever, when this situation exists, there are lawful states in
ISL that can not be mapped back to a state in RWL (Fig-
ure 5). Such states are termed meaningless states. An
information system design with meaningless states can
still represent a real-world system properly. However, it
is not a good design as it allows, in principle, meaning-
less data. For such meaningless data to materialize,
some operational failure will have to occur.

We have identified two main design deficiencies,
corresponding to the two conditions of proper repre-
sentation (Definition 3): The representation mapping
(from RWL to ISL) is not exhaustive, and the represen-
tation mapping is many-to-one. We also identified a
potential deficiency when the mapping does not
exhaust ISL. Consider the fourth case: the representa-
tion mapping is one-to-many. Having multiple repre-
sentations of a real-world situation may or may not be

detrimental, depending
on the user’s cognitive
style, and on the pur-
pose of the system.
These issues are not sub-
ject to designer’s deci-
sions and therefore we
do not consider this a
design deficiency.

Operation Deficiencies: Garbling 
At operation time, a state in RWL might be mapped
to a wrong state in ISL. We refer to this as garbling,
and distinguish between two cases: If there exist
meaningless states of the information system, the map-
ping might be to a meaningless state, and the mapping
might be to a meaningful, but incorrect information
system state. In the first case the user will not be able to
map back to a real-world state (Figure 6). In the second
case the user will be able to infer back, but to an incor-
rect state of the real-world (Figure 7). Typically, gar-
bling occurs due to incorrect human actions during
system operation (e.g., erroneous data entry, or failure

Design Operation

Design Operation
Figure 6. Garbling (map to a 
meaningless state)

Figure 7. Garbling (map to a 
wrong state)



to record changes in the real world). 
Note, our analysis of design and operational flaws

does not encompass the case where the user perceives
a “wrong” state of the real world (either by error or due

to malicious intent). This is because the information
system is only required to enable mapping into per-
ceived states, not “real” states.

Decomposition-Related 
Deficiencies 
When an information system is
decomposed, it is possible that
each component of the system will
act as a proper representation of a
component of the real-world sys-
tem, yet the joint representation
be deficient. We identify three
cases: The joint state of the infor-
mation system represents a lawful
but incorrect state of the real
world (incorrect state); the joint
state of the information system
does not represent a lawful state of
the real world (meaningless state);
and the information system state
corresponds to two or more states of the real world
(ambiguity).

We use an example to demonstrate how these defi-
ciencies can occur. Consider a risk management infor-
mation system used by an investment firm that operates

in several stock markets. The system is made of compo-
nents (subsystems) each reflecting the firm’s position
in a market. 

First, suppose that transactions occurred in two mar-
kets, but that one transac-
tion was not reported by the
time the other transaction
was reported. Then both
components would be in
lawful states, and the joint
state would be lawful but
incorrect (garbling to a
wrong state). 

Second, assume there
exists a supervisory mecha-
nism which prevents traders
in all circumstances from
exceeding a maximum

allowed exposure. Suppose that a trader invested in
one market and sold in another without exceeding the
total allowed exposure. Assume also the component for
the market in which the trader purchased was updated
before the component for the market in which the

trader sold. There will be a period in which the global
information system state might show a total balance

higher than the allowed exposure,
namely, an unlawful state of the
trading system (garbling to a
meaningless state). 

Third, assume exchange rates
for various countries are stored in
all the subsystems. If the exchange
rate for a certain currency is
updated in one subsystem but not
in another subsystem, then differ-
ent values could be inferred
(ambiguity).

This analysis provides some
insight into how these three
cases of deficiencies might hap-
pen. In particular, it demon-
strates that because of the timing

of updating the state of an information system,
decomposition-related inconsistencies may occur
even when all components operate properly.
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D.Q. Dimension Nature of Associated Deficiency Source of Deficiency

Accuracy
Reliability
Timeliness
Relevance
Completeness
Currency
Consistency
Flexibility
Precision

25
22
19
16
15
9
8
5
5

Format
Interpretability
Content
Efficiency
Importance
Sufficiency
Usableness
Usefulness
Clarity

4
4
3
3
3
3
3
3
2

Comparability
Conciseness
Freedom from bias
Informativeness
Level of detail
Quantitativeness
Scope
Understandability

2
2
2
2
2
2
2
2

Dimension # cited Dimension # cited Dimension # cited

Dimensions

Internal
View

(design,
operation)

Data-related
accuracy, reliability, timeliness, completeness, currency, consistency, precision

System-related
reliability

Data-related
timeliness, relevance, content, importance, sufficiency, usableness, usefulness,
clarity, conciseness, freedom from bias, informativeness, level of detail,
quantitativeness, scope, interpretability, understandability

System-related
timeliness, flexibility, format, efficiency

External
View

(use, value)

Table 1. Intrinsic data quality dimensions

Table 2. Notable data quality dimensions

Table 3. Data quality dimensions as related to the internal or external views
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Defining Intrinsic Data Quality Dimensions
Based on the analysis of the representation mapping
from states of the real-world system to states of the
information system (RWL →ISL) we identified four
potential representation deficiencies. As a conse-
quence of these deficiencies, information system states
can be incomplete, ambiguous, meaningless, or incor-
rect.5 According to our assumptions, data represent the
information system state (Postulate 6). Accordingly, we
propose a set of four intrinsic data quality dimensions
as shown in Table 1.

Analysis of Dimensions
We first summarize (Table 2) the most often cited6 data
quality dimensions based on a comprehensive litera-
ture review [25].

These dimensions can be categorized based on the
definitions of internal and external views (Table 3).
Since we exclude interface issues from our model, we
include them in the external view. Table 3 also indi-
cates whether a dimension is related to the data or to
the system. Note, timeliness appears as related to both
the internal and external views. Furthermore, timeli-
ness and reliability appear to be both data and system-
related. 

Here we analyze those data quality dimensions from
the literature that we identified as the internal view.

Accuracy and Precision: As indicated in the introduc-
tion, there is no exact definition for accuracy. In terms
of our model we propose that inaccuracy implies that
information system represents a real-world state differ-
ent from the one that should have been represented.
Therefore, inaccuracy can be interpreted as a result of
garbled mapping into a wrong state of the information
system.

Moreover, inaccuracy can be related to other data
deficiencies identified in our model. First, ambiguity
can lead to inference of the wrong state of the real-
world system. Lack of precision is a case which is typi-
cally viewed as inaccuracy, but is ambiguity in our
model. Second, incompleteness may cause choice of a
wrong information system state during data produc-
tion, resulting in incorrectness.

Note that inaccuracy refers to cases where it is possi-
ble to infer a valid state of the real world, but not the
correct one. This is different from the case of mean-
ingless states where no valid state of the real world can
be inferred.

Reliability: Reliability has been linked to probability of
preventing errors or failures [11], to consistency and
dependability of the output information [13], and to
how well data ranks on accepted characteristics [1]. In

addition, reliability has been interpreted as a measure
of agreement between expectations and capability [5],
and as how data conforms with user requirements or
reality [1]. It is clear there is no generally accepted
notion of reliability and that it might be related either
to characteristics of the data or of the system. However,
one interpretation----that reliability indicates whether
the data can be counted on to convey the right infor-
mation----can be viewed as correctness of data in our
analysis.

Timeliness and Currency: Timeliness has been defined
in terms of whether the data is out of date [4] and avail-
ability of output on time [13]. A closely related concept
is currency which is interpreted as the time a data item
was stored [24].

Timeliness is affected by three factors: How fast the
information system state is updated after the real-world
system changes (system currency); the rate of change
of the real-world system (volatility); and the time the
data is actually used. While the first aspect is affected by
the design of the information system, the second and
third are not subject to any design decision. 

In our model, timelines refers only to the delay
between a change of the real-world state and the result-
ing modification of the information system state. Lack
of timeliness may lead to a state of the information sys-
tem that reflects a past state of the real world. Whether
this matters or not, depends on the use of the data and
is therefore in the external view. However, there is one
effect of timeliness which can lead to data deficiencies
independent of the use of the data, and is in the design-
er’s domain. As our analysis of decomposition shows,
wrong states, meaningless states, or ambiguous states
may occur when the components operate properly, but
are not updated at the same time. 

Completeness: Generally, the literature views a set of
data as complete if all necessary values are included:
“All values for a certain variable are recorded” [4]. In
our analysis, completeness is the ability of an informa-
tion system to represent every meaningful state of the
represented real world system. Thus, it is not tied to
data-related concepts such as attributes, variables, or
values. A state-based definition to completeness pro-
vides a more general view than a definition based on
data, in particular, it applies to data combinations
rather than just to null values. Also, it enables data
items to be mandatory or optional depending on the
values of other data items.

Consistency: In the literature, consistency refers to sev-
eral aspects of data. In particular, to values of data, to
the representation of data, and to physical representa-
tion of data. Details of internal representation or phys-
ical appearance of data are not part of our model.
Hence, we only relate consistency to the values of data.
Clearly, a data value can only be expected to be the
same for the same situation. In terms of our model,
different values can only occur if there is more than
one state of the information system matching a state

5Note, we do not view inconsistency as a separate dimension, as it is mani-
fested as ambiguity, lack of meaning, or incorrectness resulting from decom-
position.
6Each appearance in a published article is counted as one citation. Thus, the
result is biased in favor of the dimensions used by authors who have pub-
lished extensively and authors whose articles have been quoted by others.
However, as as indicator of the notable data quality dimensions, the result
provides a reasonable basis for further discussion.



of the real system. In this sense, inconsistency would
mean that the representation mapping is one to
many. As indicated, in our analysis this is not consid-
ered a deficiency. 

Implications to Information Systems Design
We identified four intrinsic dimensions of data quality.
Accordingly, we identify four generic types of data
problems that can be observed in using an information
system (Table 4): Loss of information, insufficient
information (ambiguity), meaningless data and
incorrect data.

The generic data qual-
ity dimensions were
derived by analyzing pos-
sible failures of the repre-
sentation transformation:
(RWL →ISL). Based on
this analysis, we can iden-
tify the types of design
actions that can be used
to avoid or correct these
problems (Table 5).

The first two deficien-
cies require modifications
to the lawful state space of
the information system or to the mapping into this
space. Such decisions are, in principle, under design-
er’s control. In contrast, meaningless and incorrect
data result from operational failures (usually due to
human actions). However, meaningless data can only
occur when there exist meaningless states of the infor-
mation system. The designer can reduce such states
through the application of information system controls
such as integrity constraints [5].

The situation is more complicated for incorrect
data, as they result from incorrect mapping into mean-
ingless information system states. However, automated
mechanisms may still be used to reduce this problem.
Assume the state space of the information system was
increased by adding a large number of meaningless
states. Then the probability that incorrect operation
will result in a meaningless state rather than a mean-
ingful state would increase. Meaningless states can be
controlled by integrity constraints. Thus, some garbling

might be prevented by artifi-
cially increasing the possible
state space of the informa-
tion system and adding con-
trols. This approach is
usually implemented by
increasing the possible state
space of the information sys-
tem without increasing the
lawful state space. Specific
examples are the addition of
a check digit to identifica-
tion codes, and the use of
control totals for transaction
batches.

Concluding Remarks
Despite extensive discussion in the data quality litera-
ture, there is no consensus on what constitutes a good
set of data quality dimensions and on an appropriate
definition for each dimension. Even a relatively obvious
dimension, such as accuracy, does not have a well estab-
lished definition.

We have analyzed data quality based on inconformi-
ties between two views of the real world system: The
view obtained by direct observation and the view

inferred from the information system. The analysis gen-
erated four intrinsic (system-oriented) data quality
dimensions. These dimensions specify whether data is
complete, unambiguous, meaningful, and correct.
Each of these dimensions is well-defined in terms of a
specific deficiency in the mapping from real-world sys-
tem states to information system states. Therefore, they
can be used to reason about data quality. Such reason-
ing can be done for the purpose of improving data
quality. Conversely, there are cases when low quality
data can be advantageous. An example would be pre-
venting an adversary from knowing true real-world
states in national defense or commercial competition
situations. Knowing the sources of the generic defi-
ciencies can help plan for intentionally low quality data. 

There are several directions in which this work can
be extended. First, the current model provides rigorous
definitions for reasoning about data quality, but does
not provide concrete guidelines for systems designers.
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Complete

Unambiguous

Meaningful

Correct

D.Q. Dimension Mapping Problem Observed Data Problem

Certain RW states cannot be
represented

A certain IS state can be mapped
back into several RW states

It is not possible to map the IS
state back to a meaningful RW
state

The IS state may be mapped back
into a meaningful state, but the
wrong one

Loss of information about the
application domain

Insufficient information: the data can
be interpreted in more than one way

It is not possible to interpret the data
in a meaningful way

The data derived from the IS do not
conform to those used to create
these data

Observed Data
Problem Reason(s) for Deficiency Repair

Loss of
information

Insufficient
information
(ambiguous data)

Meaningless data

Incorrect data

Missing lawful ststes of the
information system

Several states of the real world
mapped into same state of
information system

(1) These are information system
states that do not match real-
world, and (2) Garbling

Garbling

Modify ISL to allow for missing cases

Change the mapping RWL → ISL
This may require adding states to ISL

Reduce ISL to include only meaningful states
This can be done by adding integrity
constraints

Design to reduce garbling
This might be done by adding some controls

Table 4. Generic data quality problems

Table 5. Data deficiencies repairs
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Research needs to be conducted on how to opera-
tionalize these formally derived dimensions in terms
usable in systems design practice. Second, the data
quality dimensions can be used to develop data quality
audit guidelines and procedures. Third, data quality
metrics can be developed for use in specification and
audit of information systems. Fourth, the dimensions
identified can be used to guide data collection in field
studies of data quality problems and practices. Also,
they can be used to compare the outcomes of different
studies. 

Beyond these, we believe a rigorously defined set of
data quality dimensions has a value in itself, in provid-
ing a common set of terms, and thus supporting the
development of a cumulative body of work in the data
quality area.
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