Survey experiments are a core tool for causal inference. Yet, the design of classical survey experiments prevents them from identifying which components of a multidimensional treatment are influential. Here, we show how conjoint analysis, an experimental design yet to be widely applied in political science, enables researchers to estimate the causal effects of multiple treatment components and assess several causal hypotheses simultaneously. In conjoint analysis, respondents score a set of alternatives, where each has randomly varied attributes. Here, we undertake a formal identification analysis to integrate conjoint analysis with the potential outcomes framework for causal inference. We propose a new causal estimand and show that it can be nonparametrically identified and easily estimated from conjoint data using a fully randomized design. The analysis enables us to propose diagnostic checks for the identification assumptions. We then demonstrate the value of these techniques through empirical applications to voter decision making and attitudes toward immigrants.

1 Introduction

The study of politics is to a significant extent the study of multidimensional choices. Voters, interest groups, government officials, and other political actors form preferences and make decisions about alternatives which differ in multiple ways. To understand such choices, political scientists are increasingly employing survey experiments (Schuman and Bobo 1988; Sniderman and Grob 1996; Gaines, Kuklinsky, and Quirk 2007; Sniderman 2011). Indeed, three leading political science journals published seventy-two articles with survey experiments between 2006 and 2010. The primary advantage of survey experiments is their ability to produce causal conclusions. By randomly varying certain aspects of a survey across groups of respondents, researchers can ensure that systematic
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differences in the respondents’ post-treatment attitudes and behavior are attributable solely to the experimental manipulations, making causal inference a realistic goal of empirical research.

However, the designs that are typically used in survey experiments have an important limitation for analyzing multidimensional decision making. Common experimental designs can identify the causal effects of an experimental manipulation as a whole, but they typically do not allow researchers to determine which components of the manipulation produce the observed effects. As an example, consider the first experiment reported by Brader, Valentino, and Suhay (2008), a prominent study examining respondents’ attitudes toward immigration. The researchers randomly varied two aspects of an otherwise identical news article: the ethnicity of the immigrant profiled in the story and whether the story’s general tone was positive or negative. In manipulating the immigrant’s perceived ethnicity, they only altered his face, name, and country of origin to “test the impact of the ethnic identity cue itself” (964). Even so, this experimental design cannot tell us which particular aspects of the Russian- or Mexican-born immigrant influenced respondents’ attitudes. Immigrants’ places of birth, names, and faces are correlated with many other attributes, from their ethnic or racial background to their education, language, and religion. Put differently, the treatments in this experiment are composites of many attributes which are “aliased,” making their unique effects impossible to identify. This inability to decompose treatment effects is not unique to this study; indeed, it is built into the design of most contemporary survey experiments, which present subjects with composite treatments and vary only a few components of those treatments.

One potential solution to the issue of aliasing is to design treatments that are truly one-dimensional. For example, Hainmueller and Hiscox (2010) report a survey experiment in which respondents were asked whether the United States should admit more low- or high-skilled immigrants. In this case, only two words differed across the arms of the experiment (“low” or “high”), so any treatment effects can be attributed to these specific words. A drawback of this approach, however, is that it forces researchers to examine one component of the treatment at a time. That drawback is a significant one, especially given the high fixed costs of conducting any one survey experiment. What is more, the conclusions based on such single-attribute designs may lack external validity if respondents’ views when focused on a single component differ from those in more realistic scenarios in which they consider various components at once.

In this article, we develop an alternative approach to the problem of composite treatment effects. Specifically, we present conjoint analysis as a tool to identify the causal effects of various components of a treatment in survey experiments. This approach enables researchers to nonparametrically identify and estimate the causal effects of many treatment components simultaneously. Because the resulting estimates represent effects on the same outcome, they can be compared on the same scale to evaluate the relative influence of the components and to assess the plausibility of multiple theories. Moreover, the proposed estimation strategy can be easily implemented with standard statistical software. At the same time, our estimators avoid unnecessary statistical assumptions, affording them more internal validity than the more model-dependent procedures typical of prior research on conjoint analysis. We also make available sample scripts that illustrate the proposed estimators and a stand-alone software tool that we have developed which researchers can use to embed a conjoint analysis in Web-based survey instruments administered through survey tools such as Qualtrics (Strezhnev et al. 2013).

Introduced in the early 1970s (Green and Rao 1971), conjoint analysis is widely used by marketing researchers to measure consumer preferences, forecast demand, and develop products (e.g., Green, Krieger, and Wind 2001; Raghavarao, Wiley, and Chitturi 2011). These methods have been so successful that they are now widely used in business as well (Sawtooth Software Inc. 2008). Similar tools were separately developed by sociologists in the 1970s (e.g., Jasso and Rossi 1977), and came to be known as “vignettes” or “factorial surveys” (Wallander 2009), although their use has been infrequent in that field to date. Irrespective of the name, these techniques ask respondents to choose from or rate hypothetical profiles that combine multiple attributes, enabling researchers to estimate the relative influence of each attribute value on the resulting choice or rating. Although the technique has many variants (Raghavarao, Wiley, and Chitturi 2011), more than one such task is typically given to each respondent, with some or all of the attribute values varied from one task to another. It is this unique design that makes conjoint experiments well suited for analyzing
component-specific treatment effects. Here, we propose a variant of randomized conjoint analysis as an experimental design that is particularly useful for decomposing composite treatment effects.

Although the methodological literature on conjoint analysis is old and highly sophisticated (Luce and Tukey 1964), it has not been studied explicitly from a contemporary causal inference perspective, making it unclear whether and how estimates based on conjoint analysis relate to well-defined causal quantities. Moreover, conjoint analysis raises statistical challenges and modeling choices not present in the analysis of standard experiments, as the number as possible unique profiles typically outnumber the profiles observed in any empirical application. Still, because researchers are free to manipulate profile attributes in conjoint analysis, the design lends itself to causal investigations of respondents’ choices. In this study, we use the potential outcomes framework of causal inference (Neyman 1923; Rubin 1974) to formally analyze the causal properties of conjoint analysis. We define a causal quantity of interest, the average marginal component effect (AMCE). We then show that this effect (as well as the interaction effects of the components) can be nonparametrically identified from conjoint data under assumptions that are either guaranteed to hold by the experimental design or else at least partially empirically testable. We also propose a variety of diagnostic checks to probe the identification assumptions.

Our identification result implies that scholars can make inferences about key quantities of interest without resorting to functional form assumptions. This stands in stark contrast to most existing statistical approaches to conjoint data in economics and marketing research, which start from a particular behavioral model for respondents’ decision-making processes and fit a statistical model to observed data that is constructed based on the behavioral model. Although this model-based approach may allow efficient estimation, a key drawback is that it is valid only when the assumed behavioral model is true. In contrast, our approach is agnostic about how respondents reach their observed decisions—they might be maximizing utility; they might be boundedly rational; they might use weighted adding, lexicographic, or satisficing decision strategies; or they might make choices according to another model (Bettman, Luce, and Payne 1998). Irrespective of the underlying behavioral model, our proposed method estimates the effects of causal components on respondents’ stated preferences without bias given the identification assumptions.

The potential advantages of conjoint analysis are not limited to their desirable properties for causal identification. Indeed, conjoint analysis has a number of features which make it an attractive tool for applied research. First, by presenting respondents with various pieces of information and then asking them to make choices, conjoint analysis has enhanced realism relative to the direct elicitation of preferences on a single dimension for a variety of research questions. Second, conjoint analysis allows researchers to test a large number of causal hypotheses in a single study, making it a cost-effective alternative to traditional survey experiments. Third, conjoint analysis estimates the effects of multiple treatment components in terms of a single behavioral outcome and thus allows researchers to evaluate the relative explanatory power of different theories, moving beyond unidimensional tests of a single hypothesis. Fourth, conjoint experiments have the potential to limit concerns about social desirability (Wallander 2009), as they provide respondents with multiple reasons to justify any particular choice or rating. Finally, conjoint analysis can provide insights into practical problems such as policy design. For example, it can be used to predict the popular combinations of components in a major policy reform.

As the foregoing discussion suggests, the applicability of conjoint analysis in political science is broad. Many central questions in the study of politics concern multidimensional preferences or choices. In this article, we apply our estimators to two original conjoint experiments on topics we consider exemplary of multidimensional political choices: voting and immigration. These are by no means the only subjects to which conjoint analysis can be productively applied. As the conclusion
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2Indeed, many political scientists (including ourselves) have started to adopt conjoint analysis in their research. For example, Hainmueller and Hopkins (2012) use a conjoint experiment to study attitudes toward immigration and we use this as a running example below. Wright, Levy, and Citrin (2013) apply a similar approach to study attitudes toward unauthorized immigrants. Bechtel, Hainmueller, and Margalit (2013) examine voter attitudes in Germany toward alternative policy packages for Eurozone bailouts, and Bechtel and Scheve (2013) use a similar design to analyze attitudes about global cooperation on climate change.
highlights, we suspect that many hypotheses in political behavior can be empirically tested using conjoint experiments.

The rest of the article is organized as follows. Section 2 presents our empirical examples. Section 3 defines our causal quantities of interest and shows the results of our identification analysis. Section 4 presents our proposed estimation strategy. In Section 5, we apply our proposed framework to the empirical examples to illustrate how our estimators work in practice. We also propose and conduct several diagnostic analyses to investigate the plausibility of our identification assumptions as well as the studies' external validity. Section 6 discusses the advantages and disadvantages of conjoint analysis relative to traditional survey experiments. Section 7 concludes.

2 Examples

In this section, we briefly describe our empirical examples. The first is a conjoint experiment on U.S. citizens’ preferences across presidential candidates which we conducted in July 2012. The second is a conjoint experiment on attitudes toward immigrants whose results are reported in more detail in Hainmueller and Hopkins (2012). Together, these two examples suggest the breadth of possible applications of conjoint analysis within political science and illustrate some of the common questions that emerge when implementing conjoint experiments.

2.1 The Candidate Experiment

The choice between competing candidates for elected office is central to democracy. Candidates typically differ on a variety of dimensions, including their personal background and demographic characteristics, issue positions, and prior experience. The centrality of partisanship to voter decision making is amply documented (e.g., Campbell et al. 1960; Green, Palmquist, and Schickler 2002), so we focus here on the less-examined role of candidates’ personal traits (see also Cutler [2002]). Within the United States, there is constant speculation about the role of candidates’ personal backgrounds in generating support or opposition; here, we harness conjoint analysis to examine those claims.

We focus on eight attributes of would-be presidential candidates, all of which have emerged in recent campaigns. Six of these attributes can take on one of six values, including the candidates’ religion (Catholic, Evangelical Protestant, Mainline Protestant, Mormon, Jewish, or None), college education (no college, state university, community college, Baptist college, Ivy League college, or small college), profession (lawyer, high school teacher, business owner, farmer, doctor, or car dealer), annual income ($32K, $54K, $65K, $92K, $210K, and $5.1M), racial/ethnic background (Hispanic, White, Caucasian, Black, Asian American, and Native American), and age (36, 45, 52, 60, 68, and 75). Three other attributes take on only two values: military service (served or not) and gender (male or female). Each respondent to our online survey—administered through Amazon’s Mechanical Turk (Berinsky, Huber, and Lenz 2012)—saw six pairs of profiles that were generated using the fully randomized approach described below. Figure A.1 in the Supplemental Information (SI) illustrates one choice presented to one respondent. The profiles were presented side-by-side, with each pair of profiles on a separate screen. To ease the cognitive burden for respondents while also minimizing primacy and recency effects, the attributes were presented in a randomized order that was fixed across the six pairings for each respondent.

On the same screen as each candidate pairing, respondents were asked multiple questions which serve as dependent variables. First, they were asked to choose between the two candidates, a “forced-choice” design that enables us to evaluate the role of each attribute value in the assessment of one profile relative to another. This question closely resembles real-world voter decision making, in which respondents must cast a single ballot between competing candidates who vary on multiple dimensions. In the second and third questions following the profiles, the respondents rated
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3 We include “White” and “Caucasian” as separate values to identify any differential response those terms may produce.
each candidate on a one to seven scale, enabling evaluations of the levels of absolute support or opposition to each profile separately.

2.2 The Immigrant Experiment

Our second example focuses on the role of immigrants’ attributes in shaping support for their admission to the United States. A variety of prominent hypotheses lead to different expectations about what attributes of immigrants should influence support for their admission, from their education and skills (Scheve and Slaughter 2001; Hainmueller and Hiscox 2010) to their country of origin (Citrin et al. 1997; Brader, Valentino, and Suhay 2008) and perceived adherence to norms about American identity (Wong 2010; Schildkraut 2011; Wright and Citrin 2011). Yet to date, empirical tests have commonly varied only a small subset of those attributes at one time, making it unclear whether findings for certain attributes are masking the effects of others. For example, it is plausible that prior findings on the importance of immigrants’ countries of origin are in fact driven by views of immigrants’ education, authorized entry into the United States, or other factors.

In our experiment, Knowledge Networks respondents were asked to act as immigration officials and to decide which of a pair of immigrants they would choose for admission. Figure 1 illustrates one choice presented to one respondent. Respondents were asked to first choose between the two immigrant profiles that varied across a set of attributes and then to rate each profile on a scale from one to seven, where seven indicates that the immigrant should definitely be admitted. Respondents evaluated a total of five pairings. The attributes include each immigrant’s gender, education level, employment plans, job experience, profession, language skills, country of origin, reasons for applying, and prior trips to the United States. These attributes were then randomly chosen to form immigrant profiles.

One methodological difference in this experiment compared to the conjoint of candidate preferences described above is that in randomly generating the immigrant profiles, we imposed two restrictions on the possible combinations of immigrant attributes. First, those immigrant profiles who were fleeing persecution were restricted to come from countries where such an application was plausible (e.g., Iraq, Sudan). Second, those immigrants occupying high-skill occupations (e.g., research scientists, doctors) were constrained to have at least two years of college education. As we elaborate in Section 3, we used these restrictions to prohibit immigrant profiles that give rise to counterfactuals that are too unrealistic to be evaluated in a meaningful way.

3 Notation and Definitions

In this section, we provide a formal analysis of conjoint experiments using the potential outcomes framework of causal inference (Neyman 1923; Rubin 1974). We introduce the notational framework, define the causal quantities of interest, and show that these quantities are nonparametrically identified under a set of assumptions that is likely to hold in a typical conjoint experiment.

3.1 Design

As illustrated by the empirical examples in Section 2, conjoint analysis is an experimental technique “for handling situations in which a decision maker has to deal with options that simultaneously vary across two or more attributes” (Green, Krieger, and Wind 2001, S57). In the literature, conjoint analysis can refer to several distinct experimental designs. One such variation is in the outcome variable with which respondents’ preferences are measured. Here, we analyze two types of outcomes which are particularly common and straightforward. First, in so-called “choice-based conjoint analysis” (also known as “discrete choice experimentation”; see Raghavarao, Wiley, and Chitturi 2011), respondents are presented with two or more alternatives varying in multiple attributes and are asked to choose the one they most prefer. Choice-based conjoint is “the most widely used flavor of conjoint analysis” (Sawtooth Software Inc. 2008, 1), as it closely approximates real-world decision making (e.g., Hauser 2007). We call such responses
choice outcomes hereafter. Second, in “rating-based conjoint analysis,” respondents give a numerical rating to each profile which represents their degree of preference for the profile. This format is preferred by some analysts who contend that such ratings provide more direct, finely grained information about respondents’ preferences. We call this latter type of outcome a rating outcome.
In practice, both choice and rating outcomes are often measured in a single study, as is done in our running examples.\footnote{Other common types of tasks include ordinal ranking and point allocation. The investigation of these outcomes is left to future research.}

Formally, consider a random sample of \( N \) respondents drawn from a population of interest \( \mathcal{P} \). Each respondent (indexed by \( i \in \{1, \ldots, N\} \)) is presented with \( K \) choice (or rating) tasks, and in each of her tasks the respondent chooses the most preferred (or rates each) of the \( J \) alternatives. We refer to the choice alternatives as profiles. For example, in the candidate experiment, a profile consists of one specific candidate. Each profile is characterized by a set of \( L \) discretely valued attributes, or a treatment composed of \( L \) components. We use \( D_l \) to denote the total number of levels for attribute \( l \).\footnote{For attributes that are inherently continuous (e.g., annual income in the candidate experiment), traditional approaches often assume certain functional forms between the attributes and outcome to reduce the number of parameters required (e.g., estimate a single regression coefficient for the attribute). This approach can be justified when the functional-form assumption is reasonable. However, such an assumption is often difficult to justify, and it raises additional validity concerns such as the “range effect” and “number-of-levels effect” (Verlegh, Schifferstein, and Wittink 2002).}

For example, in the candidate experiment, \( N = 311 \) (respondents), \( J = 2 \) (competing candidates in each choice task), \( K = 6 \) (choices made by respondents), \( L = 8 \) (candidate attributes), \( D_1 = \cdots = D_6 = 6 \) (total number of levels for candidate’s age, education, etc.), and \( D_7 = D_8 = 2 \) (for military service and gender).\footnote{Implicit in this notation is the assumption that the order of the attributes within a profile does not affect the potential outcomes (defined below). This assumption might not be plausible, especially if \( L \) is so large that respondents must read through a long list of profile attributes. As we show in Section 5.3.4, randomizing the order of attributes across respondents makes it possible to assess the plausibility of this assumption.}

We denote the treatment given to respondent \( i \) as the \( j \)th profile in her \( k \)th choice task by a vector \( T_{ijk} \), whose \( l \)th component \( T_{l;k;i} \) corresponds to the \( l \)th attribute of the profile. This \( L \)-dimensional vector \( T_{ijk} \) can take any value in set \( T \), which can be as large as the Cartesian product of all the possible values of the attributes but need not be. For example, if particular combinations of the attribute values are implausible, the analyst may choose to remove them from the set of possible profiles (or treatment values), as we do in our immigration experiment. We then use \( T_{ik} \) to denote the entire set of attribute values for all \( J \) profiles in respondent \( i \)’s choice task \( k \), and \( \mathbf{T}_i \) for the entire set of all \( JK \) profiles respondent \( i \) sees throughout the experiment.\footnote{More precisely, \( T_{ik} \) is an \( L \)-dimensional column vector such that \( T_{ik} = [T_{ik1} \cdots T_{ikL}]' \in \mathbb{T} \), where \( j \in \{1, \ldots, J\} \), the superscript \( ' \) represents transposition, and \( \mathbb{T} \subseteq \prod_{l=1}^{L} T_l \), where \( T_l = \{t_{l1}, \ldots, t_{lD_l}\} \); \( T_{ik} \) represents a matrix whose \( j \)th row is \( T_{ijk} \), i.e., \( T_{ik} = [T_{ijk1} \cdots T_{ijkL}]' \); and \( \mathbf{T}_i \) is a three-dimensional array of treatment components for respondent \( i \) whose \((j,k,l)\) component equals \( T_{ijk} \).}

Using the potential outcomes framework, let \( Y_{ijk}(\mathbf{t}) \) denote the \( J \)-dimensional vector of potential outcomes for respondent \( i \) in her \( k \)th choice task that would be observed when the respondent received the sequence of profile attributes represented by \( \mathbf{t} \), with individual components \( Y_{ijk}(\mathbf{t}) \). As mentioned above, this variable can represent either a choice or rating outcome. In the former case, \( Y_{ijk}(\mathbf{t}) \) is a binary indicator variable where 1 indicates that respondent \( i \) would choose the \( j \)th profile in her \( k \)th choice task if she got the treatment set \( \mathbf{t} \) and 0 implies that she would not. In the latter case, the potential outcome represents the rating respondent \( i \) would give to the \( j \)th profile in her \( k \)th task if she received \( \mathbf{t} \) and is assumed to take on a numeric value between some known upper and lower bounds, i.e., \( Y_{ijk}(\mathbf{t}) \in Y \equiv [y^-, y^+] \). In both cases, the observed outcome in respondent \( i \)’s \( k \)th task when the respondent receives a set of treatments \( \mathbf{T}_i \) can then be written as \( Y_{ik} \equiv Y_{ik}(\mathbf{t}_i) \), with individual component \( Y_{ijk}(\mathbf{t}_i) \). For choice outcomes, by design respondents must choose one preferred profile \( j \) within each choice task \( k \), i.e., \( \sum_{j=1}^{J} Y_{ijk}(\mathbf{t}_i) = 1 \) for all \( i, k, \) and \( \mathbf{t} \), whereas rating outcomes do not impose such a constraint and can take on any value in \( Y \).

### 3.2 Assumptions

We now make a series of simplifying assumptions. Unlike many assumptions typically made in the literature, all of these assumptions can be either guaranteed to hold by the study design or partially tested with observed data (see Section 5.3).
First, we assume *stability* and *no carryover effects* for the potential outcomes. This means that the potential outcomes remain stable across the choice tasks (i.e., no period effect) and that treatments given to a respondent in her other choice tasks do not affect her response in the current task. The following expression formalizes this assumption.

**Assumption 1 (Stability and No Carryover Effects).** For each *i* and all possible pairs of treatments *T* and *T*′,

\[ Y_{ijk}(T) = Y_{ijk}(T') \quad \text{if} \quad T_{ik} = T'_{ik}, \]

for any *j*, *k*, and *k′*.

Assumption 1 requires that the potential outcomes always take on the same value as long as all the profiles in the same choice task have identical sets of attributes. For example, in the candidate conjoint experiment above, respondents would choose the same candidate as long as the two candidates in the same choice task had identical attributes, regardless of what kinds of candidates they had seen or would see in the rest of the experiment. This assumption may not be plausible if, for example, respondents use the information given in earlier choice tasks as a reference point in evaluating candidates later in the experiment.

Under Assumption 1, we can substantially simplify our analysis by writing the potential outcomes just as \( Y_i(t) \) with individual components \( Y_{ij}(t) \), where \( t \) is some realized value of \( T_{ik} \) defined above. Similarly, the observed outcomes become \( Y_{i} = Y_i(T_{ik})^8 \). Practically, the assumption allows researchers to increase efficiency of a given study by pooling information across choice tasks when estimating the average causal effects of interest (defined in Section 3.3). Since the fixed costs of a survey typically exceed the marginal cost of adding more choice tasks to the questionnaire, having respondents do multiple tasks is beneficial as long as Assumption 1 holds.

We maintain Assumption 1 in the main analyses of this article. Still, should researchers suspect that profiles affect later responses, they can either assign a single choice task per respondent or use data only from each respondent’s first task. Moreover, as we demonstrate in Section 5.3.1, they can assess the plausibility of Assumption 1 by examining if the results from later tasks differ from those obtained in the first task.

Second, we assume that there are *no profile-order effects*; that is, the ordering of profiles within a choice task does not affect responses. This means that simply shuffling the order in which profiles are presented on the questionnaire or computer screen must not alter the choice respondents would make or the rating they would give, as long as all the attributes are kept the same. Again, we formalize this assumption as follows.

**Assumption 2 (No Profile-Order Effects).**

\[ Y_{ij}(T_{ik}) = Y_{ij}(T'_{ik}) \quad \text{if} \quad T_{ijk} = T'_{ijk} \quad \text{and} \quad T_{ijk} = T'_{ijk}, \]

for any *i*, *j*, *j′*, and *k*.

Under Assumption 2, we can further simplify the analysis by writing the *j*th component of the potential outcomes as \( Y_{ij}(t_{jk}) \), where \( t_{jk} \) is a specific value of the treatment vector \( T_{ijk} \) and \( t_{jk} \) is a particular realization of \( T_{ijk} \), the unordered set of the treatment vectors \( T_{ikj}, T_{ij-k}j, T_{ij-j}k, T_{ij-j+1}k, \ldots, T_{ijk} \). Similarly, the *j*th component of the observed outcomes can now be written as \( Y_{ijk} = Y_i(T_{ijkl}, T_{ij-jk}) \).

Practically, Assumption 2 makes it possible for researchers to ignore the order in which the profiles happen to be presented and to pool information across profiles when estimating causal
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8Note that this assumption is akin to what is known more generally as SUTVA, or the Stable Unit Treatment Value Assumption (Rubin 1980), in the sense that it precludes some types of interference between observation units and specifies that the potential outcomes remain stable across treatments given in different periods.
quantities of interest. The assumption therefore further enhances the efficiency of the conjoint design. Like Assumption 1, one can partially test the plausibility of Assumption 2 by investigating whether the estimated effects of profiles vary depending on where in the conjoint table they are presented (see Section 5.3.2). We maintain this assumption in the subsequent analyses.

Finally, we assume that the attributes of each profile are randomly generated. This randomized design contrasts with the approach currently recommended in the conjoint literature, which uses a subset of treatment profiles which is systematically selected and typically small. Under the randomized design, the following assumption is guaranteed to hold because of the randomization of the profile attributes.

**Assumption 3 (Randomization of the Profiles).**

\[ Y_i(t) \perp T_{ijkl}, \]

for all \(i, j, k, l,\) and \(t\), where the independence is taken to be the pairwise independence between each element of \(Y_i(t)\) and \(T_{ijkl}\), and it is also assumed that \(0 < p(t) \equiv p(T_{ijkl} = t) < 1\) for all \(t\) in its support.

Assumption 3 states that the potential outcomes are statistically independent of the profiles. This assumption always holds if the analyst properly employs randomization when assigning attributes to profiles, for the respondents’ potential choice behavior can never be systematically related to what profiles they will actually see in the experiment. The second part of the assumption states that the randomization scheme must assign a non-zero probability to all the possible attribute combinations for which the potential outcomes are defined. This implies that if some attribute combinations are removed from the set of possible profiles due to theoretical concerns (as in our immigration experiment), it will be impossible to analyze causal quantities involving these combinations (unless we impose additional assumptions such as constant treatment effects). Although the study design guarantees Assumption 3 at the population level, researchers might still be concerned that the particular sample of profiles that happens to be generated in their study may be imbalanced, especially in small samples. In Section 5.3.3, we show a simple way to diagnose this possibility.

### 3.3 Causal Quantities of Interest and Identification

Researchers may be interested in various causal questions when running a conjoint experiment. Here, we formally propose several causal quantities of particular interest. We then discuss their properties and prove their identifiability under the assumptions introduced in Section 3.2.

#### 3.3.1 Limits of basic profile effects

The most basic causal question in conjoint analysis is whether showing one set of profiles as opposed to another would change the respondent’s choice. For any pair of profile sets \(t_0\) and \(t_1\), under Assumptions 1 and 2, we can define the unit treatment effect as the difference between the two potential outcomes under those two profile sets. That is,

\[ \pi(t_1, t_0) \equiv Y_i(t_1) - Y_i(t_0), \]  

for all \(t_1\) and \(t_0\) in their support. For example, suppose that in a simplified version of the candidate experiment with three binary attributes, respondent \(i\) sees a presidential candidate with military service, high income, and a college education as Candidate 1, and a candidate with no military service, low income, and a college education as Candidate 2. The respondent chooses Candidate 1. In this case, \(t_0 = \begin{bmatrix} \text{military service} & \text{rich} & \text{college} \\ \text{no service} & \text{poor} & \text{college} \end{bmatrix}\) and \(Y_i(t_0) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}\). Now, suppose that in the counterfactual scenario, Candidate 2 had military service, low income, and college education, i.e., \(t_1 = \begin{bmatrix} \text{military service} & \text{rich} & \text{college} \\ \text{military service} & \text{poor} & \text{no college} \end{bmatrix}\). If the respondent still chose Candidate 1, then the unit
treatment effect of the change from \( t_0 \) to \( t_1 \) for respondent \( i \) would be zero for both candidates, i.e.,

\[
\pi_i(t_1, t_0) = \begin{bmatrix} 1 \\ 0 \end{bmatrix} - \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]

Unit-level causal effects such as equation (1) are generally difficult to identify even with experimental data, because they involve multiple potential outcomes for the same unit of observation and all but one of them must be counterfactual in most cases. This “fundamental problem of causal inference” (Holland 1986) also applies to conjoint analysis. Instead, one might focus on the average treatment effect (ATE), defined as

\[
\hat{\pi}(t_1, t_0) = \mathbb{E}[\pi_i(t_1, t_0)] = \mathbb{E}[Y_i(t_1) - Y_i(t_0)],
\]

where the expectation is defined over the population of interest \( P \). When \( Y_i(t) \) is a vector of binary choice outcomes, \( \hat{\pi}(t_1, t_0) \) represents the difference in the population probabilities of choosing the \( J \) profiles that would result if a respondent were shown the profiles with attributes \( t_1 \) as opposed to \( t_0 \). It is straightforward to show that \( \hat{\pi}(t_1, t_0) \) is nonparametrically identified under Assumptions 1, 2, and 3 as

\[
\hat{\pi}(t_1, t_0) = \mathbb{E}[Y_{ik} | T_{ik} = t_1] - \mathbb{E}[Y_{ik} | T_{ik} = t_0],
\]

for any \( t_1 \) and \( t_0 \). The proof is virtually identical to the proof of the identifiability of the ATE in a standard randomized experiment (see, e.g., Holland 1986), and therefore is omitted.

The ATE is the most basic causal quantity since it is simply the expected difference in responses for two different sets of profiles. However, directly interpreting this quantity may not be easy. In the above example, what does it mean in practical terms to compare \( \hat{\pi}(t_1, t_0) \)?

### 3.3.2 Average marginal component effect

As an alternative quantity of interest we propose to look at the effect of an individual treatment component. Suppose that the analyst is interested in how different values of the \( l \)th attribute of profile \( j \) influence the probability that the profile is chosen. The effect of attribute \( l \), however, may differ depending on the values of the other attributes. For example, the analyst might be interested in whether respondents generally tend to choose a rich candidate over a poor candidate. The effect of income, however, might differ depending on whether the candidate is conservative or liberal, as the economic policy a high-income candidate is likely to pursue might vary with her ideology. Despite such heterogeneity in effect sizes, the analyst might still wish to identify a quantity that summarizes the overall effect of income across other attributes of the candidates, including ideology.

The following quantity, which we call the average marginal component effect (AMCE), represents the marginal effect of attribute \( l \) averaged over the joint distribution of the remaining attributes:

\[
\hat{\pi}_l(t_1, t_0, p(t)) = \mathbb{E}
\left[
Y_i(t_1, T_{ijk} = \eta_l, T_{kj} = \eta_k) - Y_i(t_0, T_{ijk} = \eta_l, T_{kj} = \eta_k) | (T_{ijk} = \eta_l, T_{kj} = \eta_k) \in \tilde{T} \right]
\]

\[
= \sum_{(t, t) \in \tilde{T}} \mathbb{E}
\left[
Y_i(t_1, t, t) - Y_i(t_0, t, t) | (T_{ijk} = \eta_l, T_{kj} = \eta_k) \in \tilde{T} \right]
\times p(t | T_{ijk} = \eta_l, T_{kj} = \eta_k) = t | (T_{ijk} = \eta_l, T_{kj} = \eta_k) \in \tilde{T}),
\]

Technically, Assumptions 1 and 2 imply that unit treatment effects can be identified for the limited number of profile sets that are actually assigned to unit \( i \) over the course of the \( K \) choice tasks. In practice, however, these effects are likely to be of limited interest because they are specific to individual units and constitute only a small fraction of the large number of unit treatment effects.
where $T_{ijk[\cdot]t}$ denotes the vector of $L-1$ treatment components for respondent $i$'s $j$th profile in choice task $k$ without the $l$th component and $\tilde{T}$ is the intersection of the support of $p(T_{ijk[\cdot]t} = t, T_{ij-jk} = t)$ and $p(T_{ijk[\cdot]t} = t, T_{ij-jk} = t(T_{ijk} = t_0)$. This quantity equals the increase in the population probability that a profile would be chosen if the value of its $l$th component were changed from $t_0$ to $t_1$, averaged over all the possible values of the other components given the joint distribution of the profile attributes $p(t)$.\footnote{\textsuperscript{10}}

To see what this causal quantity substantively represents, consider again a simplified version of the candidate example. The AMCE of candidate income (rich versus poor) on the probability of choice can be understood as the result of the following hypothetical calculation: (1) compute the probability that a rich candidate is chosen over an opposing candidate with a specific set of attributes, compute the probability that a poor, but otherwise identical, candidate is chosen over the same opponent candidate, and take the difference between the probabilities for the rich and the poor candidate; (2) compute the same difference between a rich and a poor candidate, but with a different set of the candidate’s and opponent’s attributes (other than the candidate’s income); and (3) take the weighted average of these differences over all possible combinations of the attributes according to their joint distribution. Thus, the AMCE of income represents the average effect of income on the probability that the candidate will be chosen, where the average is defined over the distribution of the attributes (except for the candidate’s own income) across repeated samples.

Although the above hypothetical calculation is impossible in reality given the fundamental problem of causal inference, it turns out that we can in fact identify and estimate the AMCE from observed data from a conjoint experiment, by virtue of the random assignment of the attributes. That is, we can show that the expectations of the potential outcomes in equation (4) are nonparametrically identified as functions of the conditional expectations of the observed outcomes under the assumptions in Section 3.2. The AMCE can be written under Assumptions 1, 2, and 3 as

$$
\hat{\delta}_t(t_1, t_0, p(t)) = \sum_{(t, t') \in \tilde{T}} \left\{ E[Y_{ijk}|T_{ijk} = t_1, T_{ijk[\cdot]t} = t, T_{ij-jk} = t] - E[Y_{ijk}|T_{ijk} = t_0, T_{ijk[\cdot]t} = t, T_{ij-jk} = t] \right\}
$$

\hspace{1cm} \times p(T_{ijk[\cdot]t} = t_1, T_{ij-jk} = t(T_{ijk[\cdot]t}, T_{ij-jk}) \in \tilde{T}).

(5)

Note that the expected values of the potential outcomes in equation (4) have been replaced with the conditional expectations of the observed outcomes in equation (5), which makes the latter expression estimable from observed data.\footnote{\textsuperscript{12}} In Section 4, we propose nonparametric estimators for this quantity that can be easily implemented using elementary statistical tools.

An interesting feature of the AMCE is that it is defined as a function of the distribution of the treatment components, $p(t)$. This can be an advantage or disadvantage. The advantage is that the analyst can explicitly control the target of the inference by setting $p(t)$ to be especially plausible or interesting. In a classical survey experiment where the analyst manipulates only one or two elements of the survey, other circumstantial aspects of the experiment that may affect responses (such as the rest of the vignette or the broader political context) are either fixed at a single condition or out of the analyst’s control. This implies that the causal effects identified in such experiments are
inherently conditional on those particular settings, a fact that potentially limits external validity but is often neglected in practice. In contrast, the AMCE in conjoint analysis incorporates some of those covariates as part of the experimental manipulation and makes it explicit that the effect is conditional on their distribution. Moreover, note that \( p(t) \) in the definition of the AMCE need not be identical to the distribution of the treatment components actually used in the experiment. In fact, the analyst can choose any distribution, as long as its support is covered by the distribution actually used. One interesting possibility, which we do not further explore here due to space constraints, is to use the real-world distribution (e.g., the distribution of the attributes of actual politicians) to improve external validity.

The fact that the analyst can control how the effects are averaged can also be viewed as a potential drawback, however. In some applied settings, it is not necessarily clear what distribution of the treatment components analysts should use to anchor inferences. In the worst-case scenario, researchers may intentionally or unintentionally misrepresent their empirical findings by using weights that exaggerate particular attribute combinations so as to produce effects in the desired direction. Thus, the choice of \( p(t) \) is important. It should always be made clear what weighting distribution of the treatment components was used in calculating the AMCE, and the choice should be convincingly justified. In practice, we suggest that the uniform distribution over all possible attribute combinations be used as a default, unless there is a strong substantive reason to prefer other distributions.

Finally, it is worth pointing out that the AMCE also arises as a natural causal estimand in any other randomized experiment involving more than one treatment component. The simplest example is the often-used “2 \times 2 design,” where the experimental treatment consists of two dimensions each taking on two levels (e.g., Brader, Valentino, and Suhay 2008; see Section 1). In such experiments, it is commonplace to “collapse” the treatment groups into a smaller number of groups based on a single dimension of interest and compute the difference in the mean outcome values between the collapsed groups. By doing this calculation, the analyst is implicitly estimating the AMCE for the dimension of interest, where \( p(t) \) equals the assignment probabilities for the other treatment dimensions. Thus, the preceding discussion applies more broadly than to the specific context of conjoint analysis and should be kept in mind whenever treatment components are marginalized into a single dimension in the analysis.13

### 3.3.3 Interaction effects

In addition to the AMCE, researchers might also be interested in interaction effects. There are two types of interactions that can be quantities of interest in conjoint analysis. First, an attribute may interact with another attribute to influence responses. That is, the causal effect of one attribute (say candidate’s income) may vary depending on what value another attribute (e.g., ideology) is held at, and the analyst may want to quantify the size of such interactions. This quantity can be formalized as the **average component interaction effect (ACIE)**, defined as

\[
\bar{T}_{lm}(t_1, t_0, l_m, t_{m0}, p(t))
\]

\[
\equiv \mathbb{E}\left\{ Y_i(t_1, l_m, T_{ijk[-(lm)]}, T_{j[-jk]}) - Y_i(t_0, l_m, T_{ijk[-(lm)]}, T_{j[-jk]}) \right\}
\]

\[
- \left\{ Y_i(t_1, t_{m0}, T_{ijk[-(lm)]}, T_{j[-jk]}) - Y_i(t_0, t_{m0}, T_{ijk[-(lm)]}, T_{j[-jk]}) \right\} \bigg| (T_{ijk[-(lm)]}, T_{j[-jk]} ) \in \tilde{T}
\]

where we use \( T_{ijk[-(lm)]} \) to denote the set of \( L - 2 \) attributes for respondent \( i \)'s \( j \)th profile in choice task \( k \) except components \( l \) and \( m \), and \( \tilde{T} \) is defined analogously to \( \tilde{T} \) above. This quantity represents the average difference in the AMCE of component \( l \) between the profile with \( T_{ijkm} = t_{m1} \) and

\[13\]Gerber and Green (2012) make a similar point about multi-factor experiments, though without much elaboration: “if the different versions of the treatment do appear to have different effects, remember that the average effect of your treatment is a weighted average of the ATEs for each version. This point should be kept in mind when drawing generalizations based on a multi-factor experiment” (305).
one with \( T_{ijkl} = T_{ijk} \). For example, the ACIE of candidate income and ideology on the choice probability equals the percentage point difference in the AMCEs of income between a conservative candidate and a liberal candidate. Like the AMCE, the ACIE in equation (6) is identifiable from conjoint data under Assumptions 1, 2, and 3 and can be expressed in terms of the conditional expectations of the observed outcomes, i.e., by an expression analogous to equation (5). It should be noted that these definitions and identification results can be generalized to the interaction effects among more than two treatment components.

Second, the causal effect of an attribute may also interact with respondents’ background characteristics. For example, in the candidate experiment, the analyst might wish to know how the effect of the candidate’s income changes as a function of the respondent’s income. We can answer such questions with conjoint data by studying the average of the attribute’s marginal effect conditional on the respondent characteristic of interest. That is, the conditional AMCE of component \( l \) given a set of respondent characteristics \( X_i \) can be defined as

\[
\mathbb{E}\left[ Y(t_1, T_{ijkl}, T_{i\langle-j\rangle k}) - Y(t_0, T_{ijkl}, T_{i\langle-j\rangle k}) | (T_{ijkl}, T_{i\langle-j\rangle k}) \in \tilde{T}, X_i \right],
\]

where \( X_i \in \mathcal{X} \) denotes the vector of respondent characteristics. Like the other causal quantities discussed above, the conditional AMCE can also be nonparametrically identified under Assumptions 1, 2, and 3. One point of practical importance is that the respondent characteristics must not be affected by the treatments. To ensure this, the analyst could measure the characteristics before showing randomized profiles to the respondents. For example, in the immigration experiment, the interaction between the immigrant’s education and the respondent’s education can be estimated by measuring respondents’ characteristics prior to conducting the conjoint experiment.

### 4 Proposed Estimation Strategies

In this section, we discuss strategies for estimating the causal effects of treatment components using conjoint analysis. We derive easy-to-implement nonparametric estimators which can be used for both choice and rating outcomes.

#### 4.1 Estimation under Conditionally Independent Randomization

We begin with a general case which covers attribute distributions with nonuniform assignment and restrictions involving empty attribute combinations. Assume that the attribute of interest, \( T_{ijkl} \), is distributed independently of a subset of the other attributes after conditioning on the remaining attributes. That is, we make the following assumption:

**Assumption 4 (Conditionally Independent Randomization).** The treatment components’ distribution \( p(t) \) satisfies the following relationship with respect to the treatment component of interest \( T_{ijkl} \):

\[
T_{ijkl} \perp (T_{ijk}^S, T_{i\langle-j\rangle k}) | T_{ijk}^R \quad \text{for all} \quad i,j,k,
\]

where \( T_{ijk}^R \) is an \( L^R \)-dimensional subvector of \( T_{ijkl} \) defined as in Section 3.3 and \( T_{ijk}^S \) is the vector composed of the elements of \( T_{ijkl\langle-j\rangle} \) not included in \( T_{ijk}^R \).

This assumption is satisfied for most attribute distributions researchers typically use in conjoint experiments. In particular, Assumption 4 holds under the common randomization scheme where the attribute of interest, \( T_{ijkl} \), is restricted to take on certain values when some of the other attributes \( (T_{ijk}^R) \) are set to some particular values, but is otherwise free to take on any of its possible values. For example, in the immigrant experiment, immigrants who have high-skill occupations are constrained to have at least two years of college education. In this case, the distribution of immigrants’ occupations \( (T_{ijkl}) \) is dependent on their education \( (T_{ijk}^R) \), but conditionally...
independent of the other attributes \((T_{ijk}^S)\) and the other profiles in the same choice task \((T_{ijk}^{\text{other}})\) given their education.

The following proposition shows that, under Assumption 4, the AMCE for the choice outcome can be estimated by a simple nonparametric subclassification estimator.

**Proposition 1 (Nonparametric Estimation of AMCE with Conditionally Independent Randomization).** Under Assumptions 1, 2, 3, and 4, the following subclassification estimator is unbiased for the AMCE defined in equation (4):

\[
\hat{\zeta}(t_1, t_0, p(t)) = \sum_{t^R \in T^R} \frac{\sum_{i=1}^N \sum_{j=1}^J \sum_{k=1}^K Y_{ijk} 1\{T_{ijkl} = t_1, T_{ijk}^R = t^R\}}{n_{t_1,t^R}} \left[ \frac{\sum_{i=1}^N \sum_{j=1}^J \sum_{k=1}^K Y_{ijk} 1\{T_{ijkl} = t_0, T_{ijk}^R = t^R\}}{n_{t_0,t^R}} \right] \Pr\left(T_{ijk}^R = t^R\right),
\]

where \(n_{t_1,t^R}\) represents the number of profiles for which \(T_{ijkl} = t_1\) and \(T_{ijk}^R = t^R\), and \(T^R\) is the intersection of the supports of \(p(T_{ijk}^R = t^R|T_{ijkl} = t_1)\) and \(p(T_{ijk}^R = t^R|T_{ijkl} = t_0)\).

A proof is provided in the Supplementary Data. Proposition 1 states that, for any attribute of interest \(T_{ijkl}\), the subclassification estimate of the AMCE can be computed simply by dividing the sample into the strata defined by \(T_{ijk}^R\), typically the attributes on which the assignment of the attribute of interest is restricted, calculating the difference in the average observed choice outcomes between the treatment \((T_{ijkl} = t_1)\) and control \((T_{ijkl} = t_0)\) groups within each stratum, and then taking the weighted average of these differences in means, using the known distribution of the strata as the weights. Therefore, the estimator is fully nonparametric and does not depend on any functional form assumption about the choice probabilities, unlike standard estimation approaches in the conjoint literature such as conditional logit (McFadden 1974).

The next proposition shows that the above nonparametric estimator can be implemented conveniently by a linear regression. To simplify the presentation, we assume that the conditioning set of treatment components \(T_{ik}^R\) consists of only one attribute. This is true in our immigration example, as each of the four restricted attributes had a restriction involving only one other attribute (e.g., education for occupation).

**Proposition 2 (Implementation of the Nonparametric Estimator of AMCE via Linear Regression).** The subclassification estimator in equation (8) can be calculated via the following procedure when \(L^R = 1\) and \(T_{ijk}^R = T_{ijkl}^{r_{ik}} \in \{t_0, \ldots, t_{D_{ik}-1}\}\). First, regress \(Y_{ijk}\) on

\[
1, \quad W_{ijkl}, \quad W_{ijkl}^{r_{ik}}, \quad \text{and} \quad W_{ijkl} : W_{ijkl}^{r_{ik}},
\]

where 1 denotes an intercept, \(W_{ijkl}\) is the vector of \(D_i - 1\) dummy variables for the levels of \(T_{ijkl}\) excluding the one for \(t_0\), \(W_{ijkl}^{r_{ik}}\) is the similar vector of dummy variables for the levels of \(T_{ijkl}^{r_{ik}}\) excluding the ones for its baseline level and the levels not in \(T^R\), and \(W_{ijkl} : W_{ijkl}^{r_{ik}}\) denotes the pairwise interactions between the two sets of dummy variables. Then, set

\[
\hat{\zeta}(t_1, t_0, p(t)) = \hat{\beta}_1 + \sum_{d=1}^{D_{ik}-1} \Pr(T_{ijkl}^{r_{ik}} = t_d) \hat{\delta}_d,
\]
where $\hat{\beta}_1$ is the estimated coefficient on the dummy variable for $T_{ijkl} = t_1$ and $\delta_{11'}d$ represents the estimated coefficient for the interaction term between the $t_1$ dummy and the dummy variable corresponding to $T_{ijkl} = t_1'$.

The proposition is a direct implication of the well-known correspondence between subclassification and linear regression, and so the proof is omitted. Note that the linear regression estimator is simply an alternative procedure to compute the subclassification estimator, and therefore has properties identical to those of the subclassification estimator. This implies that the linear regression estimator is fully nonparametric, even though the estimation is conducted by a routine typically used for a parametric linear regression model. We have nevertheless opted to present it separately because we believe it to be an especially convenient procedure for applied researchers using standard statistical software. The estimator can be implemented simply by a single call to a linear regression routine in most statistical packages, followed by a few additional commands to extract the estimated coefficients and calculate their linear combinations.\(^{14}\) In Section 5, we show examples using data from our immigration experiment.

Even more conveniently, one can also estimate the AMCEs of all of the $L$ attributes included in a study from a single regression. To implement this alternative procedure, one should simply regress the outcome variable on the $L$ sets of dummy variables and the interaction terms for the attributes that are involved in any of the randomization restrictions used in the study, and then take the weighted average of the appropriate coefficients in the same manner as in equation (9) for each AMCE. This procedure in expectation produces the identical estimates of the AMCEs as those obtained by applying Proposition 2 for each AMCE one by one, for the regressors in the combined regression are in expectation orthogonal to one another under Assumption 4. Since the effects of multiple attributes are usually of interest in conjoint analysis, applied researchers may find this procedure particularly attractive.

In addition to their avoidance of modeling assumptions, another important advantage of these nonparametric estimators is that they can be implemented despite the high dimensionality of the attribute space that is characteristic of conjoint analysis, as long as the number of attributes involved in a given restriction is not too large. A typical conjoint experiment includes a large number of attributes with multiple levels, so it is unlikely for a particular profile to appear more than a few times throughout the experiment even with a large number of respondents and choice tasks. This makes it difficult to construct a statistical model for conjoint data without making at least some modeling assumptions. One such assumption that is frequently made in the literature is the absence of interaction between attributes (see Raghavarao, Wiley, and Chitturi 2011). The proposed estimators in Propositions 1 and 2, in contrast, do not rely on any direct modeling of the choice responses and therefore can be implemented without such potentially unjustified assumptions.

The other causal quantities of interest in Section 3.3 can be estimated by the natural extensions of the procedures in Propositions 1 and 2. For example, the ACIE can be estimated by further subclassifying the sample into the strata defined by the attribute with which the interaction is of interest (i.e., $T_{ijm}$ in equation (6)). Mechanically, this amounts to redefining $T^R_{ijk}$ in equation (8) to be the vector composed of the original $T^R_{ijk}$ and $T_{ikm}$ and then applying the same estimator. The linear regression estimator can also be applied in an analogous manner. Similarly, the conditional AMCE and ACIE with respect to respondent characteristics ($X_i$) can be estimated by subclassification into the strata defined by $X_i$.

\(^{14}\)The procedure is only marginally more complicated if the conditioning set $T^R_{ijk}$ consists of more than one attribute, as is the case where restrictions involve more than two attributes. First, the regression equation must be modified to include all of the $L^A$th and lower-order interactions among the $L^A$ sets of dummy variables $W^R_{ijk}$ and their main effects, as well as the pairwise interactions between the components of $W_{ijd}$ and each of those interaction terms. Then, the nonparametric estimator of the AMCE is the linear combination of the estimated regression coefficients on the terms involving the $T_{ijd} = t_1$ dummy, where the weights equal the corresponding cell probabilities.
4.2 Estimation under Completely Independent Randomization

Next, we consider an important special case of \( p(t) \) where the attribute of interest is distributed independently from all other attributes. That is, we consider the following assumption:

**Assumption 5** ( Completely Independent Randomization). For the treatment component of interest \( T_{ijkl} \),

\[
T_{ijkl} \perp \{T_{ijkl,-j}, T_{i-kj}\} \quad \text{for all } i,j,k.
\]

This assumption is satisfied in many settings where the attribute of interest is not restricted to take on particular levels depending on the values of the other attributes or profiles. For example, in the immigration example, the language skills of the immigrants were not constrained and were assigned to one of the four possible levels with equal probabilities, independent of the realized levels of the other attributes. In the election example, each of the candidates’ attributes was drawn from an independent uniform distribution for each profile, implying that Assumption 5 is satisfied for all of the attributes.

The following proposition shows that the AMCE can be estimated without bias by a simple difference in means when Assumption 5 holds.

**Proposition 3** (Estimation of AMCE with Completely Independent Randomization). Under Assumptions 1, 2, 3, and 5, the following estimators are unbiased for the AMCE defined in equation (4):

1. The difference-in-means estimator:

\[
\hat{\pi}(t_1, t_0, p(t)) = \frac{\sum_{i=1}^{N} \sum_{j=1}^{J} \sum_{k=1}^{K} Y_{ijk} 1\{T_{ijkl} = t_1\}}{n_1} - \frac{\sum_{i=1}^{N} \sum_{j=1}^{J} \sum_{k=1}^{K} Y_{ijk} 1\{T_{ijkl} = t_0\}}{n_0},
\]

where \( n_1 \) and \( n_0 \) are the numbers of profiles in which \( T_{ijkl} = t_1 \) and \( T_{ijkl} = t_0 \), respectively.

2. The simple linear regression estimator: Regress \( Y_{ijk} \) on an intercept and \( W_{ijkl} \), as defined in Proposition 2. Then, set \( \hat{\pi}(t_1, t_0) = \hat{\beta}_1 \), the estimated coefficient on the dummy variable for \( T_{ijkl} = t_1 \).

We omit the proof since it is a special case of Proposition 1 where \( T_{ijkl} = T_{ijkl,-j} \) and \( T_{ijkl}^R \) is an empty set. Proposition 3 shows that the estimation of the AMCE is extremely simple when Assumption 5 holds. That is, the AMCE can be estimated by the difference in the average choice probabilities between the treatment \( (T_{ijkl} = t_1) \) and control \( (T_{ijkl} = t_0) \) groups, or equivalently by fitting a simple regression of the observed choice outcomes on the \( D_{ij} \) dummy variables for the attribute of interest and looking at the estimated coefficient for the treatment level. The interaction and conditional effects can be estimated by subclassification into the strata of interest and then by applying either the subclassification or linear regression estimators similar to Propositions 1 and 2.

4.3 Variance Estimation

Estimation of sampling variances for the above estimators must be done with care, especially for the choice outcomes. First, the observed choice outcomes within choice tasks are strongly negatively correlated, because of the constraint that \( \sum_{j=1}^{J} Y_{ijk} = 1 \) for all \( i \) and \( k \). To choose one profile is to not choose others. In particular, when \( J = 2 \) as in our immigration and election examples, \( \text{Corr}(Y_{i1k}, Y_{i2k}) = -1 \)—that is, if \( Y_{i1k} = 1 \), then \( Y_{i2k} \) must be equal to 0, and vice versa. Second, both potential choice and rating outcomes within respondents are likely to be positively correlated because of unobserved respondent characteristics influencing their preferences. For example, a respondent who chooses a high-skilled immigrant over a low-skilled immigrant is likely to make a similar choice when presented with another pair of high- and low-skilled immigrant profiles. Thus, an uncertainty estimate for the estimators of the population AMCE must account for
these dependencies across profiles. In particular, the estimates based on the default standard errors for regression coefficients or differences in means are likely to be substantially biased.

Here, we propose two simple alternative approaches. First, the point estimates of the AMCE based on Propositions 1, 2, and 3 can be coupled with standard errors corrected for within-respondent clustering. For example, one can obtain cluster-robust standard errors for the estimated regression coefficients by using the `cluster` option in Stata. Then, these standard errors can be used to construct confidence intervals and conduct hypothesis tests for the AMCE based on the expression in Proposition 2. As is well known, these standard errors are valid for population inference when errors in potential outcomes are correlated within clusters (i.e., respondents) in an arbitrary manner, as long as the number of clusters is sufficiently large. Since the latter condition is not problematic in typical survey experiments where the sample includes at least several hundred respondents, we propose that this simple procedure be used in most situations.

Second, valid standard errors and confidence intervals can also be obtained for the AMCE via the block bootstrap, where respondents are resampled with replacement and uncertainty estimates are calculated based on the empirical distribution of the AMCE over the resamples. This procedure may produce estimates with better small-sample properties than the procedure based on cluster-robust standard errors when the number of respondents is limited, although it requires substantially more computational effort.

5 Empirical Analysis

In this section, we apply the results of our identification analysis and our estimation strategies to the two empirical examples introduced in Section 2.

5.1 The Candidate Experiment

Notice that the candidate experiment used a completely independent randomization (as in Assumption 5). In other words, the randomization did not involve any restrictions on the possible attribute combinations, making the attributes mutually independent. As discussed in Section 4, this simplifies estimation and interpretation significantly. Overall, there were 3,466 rated profiles or 1,733 pairings evaluated by 311 respondents. The design yields 186,624 possible profiles, which far exceeds the number of completed tasks and renders classical causal estimands impractical.

For illustrative purposes, we begin with the simple linear regression estimator of the ACMEs for designs with completely independent randomization described in Proposition 3. Respondents rated each candidate profile on a seven-point scale, where 1 indicates that the respondent would “never support” the candidate and 7 indicates that she would “always support” the candidate. We rescaled these ratings to vary from 0 to 1 and then estimated the corresponding AMCEs by regressing this dependent variable on indicator variables for each attribute value. In this application, these ratings were asked immediately after the forced-choice question, and so these responses might have been influenced by the fact that respondents just made a binary choice between the two profiles. To account for the possible non-independence of ratings from the same respondent, we cluster the standard errors by respondent.

The left side of Fig. 2 shows the AMCEs and 95% confidence intervals for each attribute value. There are a total of thirty-two AMCE estimates, with eight attribute levels used as baselines ($t_0$).

---

15For example, to estimate the AMCEs for the candidates’ age levels we run the following regression:

$$\text{rating}_{ijk} = \theta_0 + \theta_1[\text{age}_{ijk} = 75] + \theta_2[\text{age}_{ijk} = 68] + \theta_3[\text{age}_{ijk} = 60] + \theta_4[\text{age}_{ijk} = 52] + \theta_5[\text{age}_{ijk} = 45] + \epsilon_{ijk},$$

where $\text{rating}_{ijk}$ is the outcome variable that contains the rating and $[\text{age}_{ijk} = 68], [\text{age}_{ijk} = 75], $ etc., are dummy variables coded 1 if the age of the candidate is 68, 75, etc., and 0 otherwise. The reference category is a 36-year-old candidate. Accordingly, $\theta_1, \theta_2, \text{etc.}$, are the estimators for the AMCEs for ages 68, 75, etc., compared to the age of 36. Note that, alternatively, we can obtain the equivalent estimates of the AMCEs along with the AMCEs of the other attributes by running a single regression of $\text{rating}_{ijk}$ on the combined sets of dummies for all candidate attributes, as explained in Section 4.1.

16The value of employing ratings, forced choices, or other response options will be domain-specific, but future research should certainly consider randomly assigning respondents to different formats for expressing their views of the profiles.
Fig. 2 Effects of candidate attributes. These plots show estimates of the effects of the randomly assigned candidate attributes on different measures of candidate support. At left, the dependent variable is the rating of each candidate profile, rescaled to vary from 0 (“never support”) to 1 (“always support”). At right, the dependent variable is instead a binary “forced choice” indicator in which respondents had to choose between the two candidates. Estimates are based on the regression estimators with clustered standard errors; bars represent 95% confidence intervals. The points without horizontal bars denote the attribute value that is the reference category for each attribute.
The AMCEs can be straightforwardly interpreted as the expected change in the rating of a candidate profile when a given attribute value is compared to the researcher-chosen baseline. For instance, we find that candidates who served in the military on average receive ratings that are 0.03 higher than those who did not on the 0 to 1 scale, with a standard error (SE) of 0.01. We also see a bias against Mormon candidates, whose estimated level of support is 0.06 (SE = 0.03) lower when compared to a baseline candidate with no stated religion. Support for Evangelical Protestants is also 0.04 percentage points lower (SE = 0.02) than the baseline. Mainline Protestants, Catholics, and Jews all receive ratings indistinguishable from those of a baseline candidate.

With respect to education, candidates who attended an Ivy League university have significantly higher ratings (0.13, SE = 0.02) as compared to a baseline candidate without a BA, and indeed any higher education provides a bonus. Turning to the candidates’ professions, we find that business owners, high school teachers, lawyers, and doctors receive roughly similar support. Candidates who are car dealers are penalized by 0.08 (SE = 0.02) compared to business owners. At the same time, candidates’ gender does not matter.

Candidates’ income does not matter much, although candidates who make 5.1 million dollars suffer an average penalty of 0.031 (SE = 0.015) compared to those who make 32 thousand dollars. Candidates’ racial and ethnic backgrounds are even less influential. It is important to add that respondents had eight pieces of information about every candidate, a fact which should reduce social desirability biases by providing alternative justifications for sensitive choices. In contrast, the candidates’ ages do seem to matter. Ratings of candidates who are 75 years old are –0.07 (SE = 0.01) as compared to the 36-year-old reference category. On average, older candidates are penalized slightly more than those who identify as Mormon. The conjoint design allows us to compare any attribute values that might be of interest, and to do so on the same scale.

We now consider a second outcome, the “forced choice” outcome in which respondents chose one of the two profiles in each pairing to support. This outcome allows us to observe trade-offs similar to those made in the ballot booth, as voters must choose between candidates who vary across many dimensions. We use the same simple linear regression estimator as above and regress the binary choice variable on dummy variables for each attribute level (excluding the baseline levels). Here, the AMCE is interpreted as the average change in the probability that a profile will win support when it includes the listed attribute value instead of the baseline attribute value.

The results for the choice outcome prove quite similar to those from the rating outcome, as the right side of Fig. 2 demonstrates. For example, being a Mormon as opposed to having no religion reduces the probability that a candidate wins support by 0.14 (SE = 0.03). Substantively, the only noteworthy difference between the two sets of estimates is the nearly zero penalty that candidates making 5.1 million dollars now face. Wealthy candidates are not rated quite as highly as others, but that does not prevent them from winning at comparable rates in head-to-head choice tasks. The results using two different outcome measures will not always align closely, but they do here, perhaps partly because the two outcomes were assessed jointly for all respondents.

Traditional survey experiments overwhelmingly recover the effect of one, two, or at most three orthogonal experimental manipulations. In this conjoint analysis, we are able to obtain unbiased, precise, and meaningful estimates of the AMCEs for eight separate attributes of presidential candidates, a fact which allows for rich statements about the relationship between candidates’ personal attributes and reported vote choice. Taken together, these results suggest that our Mechanical Turk respondents prefer candidates who have an Ivy League education and who are not car dealers, Mormon, or fairly old. The conjoint design allows us to compare not only the effects of different values within a given attribute but also the effects across attributes, allowing us to make statements about the relative weight voters place on various criteria.

5.2 The Immigration Experiment

In our second empirical example, a population-based sample of American adults rated and chose between hypothetical immigrants applying for admission to the United States. What distinguishes this example methodologically is the randomization scheme, as it excludes some attribute combinations from the set of possible immigrant profiles. Specifically, to maintain plausibility, the four
highly skilled occupations (doctor, research scientist, computer programmer, and financial analyst) are only permitted for immigrants with at least some college education. Also, immigrants can be escaping persecution when coming from Iraq, Sudan, or Somalia, but not from other countries. Thus, for the four attributes that are involved in the restrictions we use a conditionally independent randomization (Assumption 4), whereas for the other five attributes we have a completely independent randomization (Assumption 5).

We focus here on the choice outcome and the linear regression estimators with standard errors clustered by respondent. As explained in Section 4.1, we obtain the AMCEs for all attributes simultaneously by running a single regression of the choice outcome on the sets of dummy variables for the attribute values. The ACME for going from the reference category $t_0$ to the comparison category $t_1$ is then given by the coefficient estimates on the respective dummy variable. For the attributes that do not involve restrictions we simply include the set of dummy variables for all attribute values (excluding the baseline category). For the attributes that are connected through randomization restrictions, we use the regression estimator developed in Proposition 2 for conditionally independent randomization, and include a set of dummy variables for the values of both attributes (excluding baseline categories) and a full set of interaction terms for the pairwise interactions between these dummies. To obtain the AMCE for the first attribute of going from the reference category $t_0$ to the comparison category $t_1$, we then compute the weighted average of the effects of moving from the reference to the comparison category across each of the levels of the other linked attribute (excluding the levels that are ruled out by the restriction). The weighted average of the level- (or stratum-) specific effects can be easily computed using the linear combination of regression coefficients described in equation (9).

For example, to estimate the AMCEs for the immigrant’s level of education, we include indicator variables for all but one value of education and occupation as well as their pairwise interactions. To estimate the AMCE for education, we estimate its effect separately in each stratum of the linked attribute (occupation) using the coefficients from the interacted regression. We then average across those estimates. It is important to keep in mind that in the presence of restrictions, the AMCE is only defined for a subset of the linked attribute values.\(^\text{17}\) In this case, the causal effects of low levels of education are defined only for immigrant profiles which do not include high-skilled professions. This point about interpretation is not obvious, and underscores the value of formally analyzing the causal properties of conjoint analysis.\(^\text{18}\)

Overall, there are 14,018 immigrant profiles rated by respondents. In Fig. 3, we summarize the results from the binary choice outcome, although the rating-based outcome provides substantively similar results (Hainmueller and Hopkins 2012). Respondents prefer immigrants with higher levels of education, and the effect is roughly monotonic. In fact, immigrants with a B.A. are on average 0.18 more likely to be supported for admission than immigrants with no formal education (SE = 0.02). Differences in the immigrants’ ability to use English have similarly sized effects. Despite the emphasis past research places on cultural differences, the effects of the immigrants’ countries of origin are typically small and statistically insignificant, with only three countries—Sudan, Somalia, and Iraq—reducing the probability of admission as compared to a

\(^\text{17}\) For example, imagine a simplified case with two levels of education coded with dummy variables $E_1$ and $E_2$, three occupations with dummy variables $O_1$, $O_2$, and $O_3$, and a restriction such that the third occupation $O_3$ (e.g., research scientist) is only allowed with the second education level $E_2$ (e.g., college education). The regression is

\[\text{chosen}_{ijk} = \theta_0 + \theta_1 E_{2ik} + \theta_2 O_{2jk} + \theta_3 O_{3jk} + \delta_k (E_{2ik} \cdot O_{2jk}) + \epsilon_{ijk},\]

and the AMCE for going from the first to the second education level is computed as

\[0.5 \times \hat{\theta}_1 + 0.5 \times (\hat{\theta}_1 + \hat{\theta}_2) = \hat{\theta}_1 + 0.5 \times \hat{\theta}_2.\]

Notice that the estimated education effects in the first ($\hat{\theta}_1$) and second ($\hat{\theta}_1 + \hat{\theta}_2$) occupation level are weighted equally, whereas the education effect in the third occupation level ($\hat{\theta}_1 + \hat{\theta}_2$) is excluded (i.e., it receives a weight of zero) because this effect is deemed implausible by the restriction and its causal effect is undefined.

\(^\text{18}\) An alternative approach to handle implausible attribute combinations is to put smaller probability weights to such combinations in $p(\theta)$, instead of excluding them completely. This can be done either in the actual randomization scheme or at the estimation stage, as explained in Section 3.3. In either case, it is important to use a randomization scheme in the actual experiment that covers all attribute combinations that the analyst might be interested in, to avoid extrapolation outside the support of the treatment distribution.
Fig. 3 Effects of immigrant attributes on preference for admission. This plot shows estimates of the effects of the randomly assigned immigrant attributes on the probability of being preferred for admission to the United States. Estimates are based on the regression estimators with clustered standard errors; bars represent 95% confidence intervals. The points without horizontal bars denote the attribute value that is the reference category for each attribute.
baseline Indian immigrant. The prospective immigrant’s profession matters, with financial analysts, construction workers, teachers, computer programmers, nurses, and doctors enjoying a pronounced bonus over the baseline category of janitors. Job experience makes an immigrant more desirable as well. At the same time, immigrants who have no plans to work are penalized more than immigrants with any other single attribute value.

Conjoint analysis enables researchers to condition on specific attribute values as well as estimating AMCEs for theoretically relevant subgroups, which we term the conditional AMCEs. For example, one central question in the scholarship on immigration attitudes is about the role of ethnocentrism, so we now present conditional AMCEs broken down by respondents’ levels of ethnocentrism. In this example, ethnocentrism was assessed for all respondents in a prior survey conducted at least three weeks before the conjoint experiment, and respondents were sorted into two groups based on their relative assessments of their own group and heavily immigrant groups. As Fig. 4 makes clear, the patterns of support are generally similar for respondents irrespective of their level of ethnocentrism. Still, there is some evidence that those with higher ethnocentrism scores make heavier usage of immigrants’ countries of origin, as the difference between German and Iraqi immigrants grows from 0.12 to 0.17 for that group.

Additionally, scholars might also be interested in interactions among different attributes. One of the strongest AMCEs we recover is the sizable penalty for immigrants with no plans to look for work. Respondents might be concerned that immigrants with no plans to look for work will require public support. To investigate that possibility, Fig. 5 shows the AMCEs for eight of the attributes when conditioning on two of the possible job plans that could be part of an immigrant’s profile. As the figure illustrates, the immigrant’s profession carries more weight for immigrants who have no plans to work, perhaps because respondents associate professions with the likelihood of needing public benefits. Doctors are associated with a 0.22 bonus (SE = 0.06) over janitors when they have no plans to look for work, but only an insignificant 0.07 (SE = 0.06) when the immigrant has a contract with an employer.

5.3 Diagnostics

With any method, checking the assumptions insofar as is possible is good practice. Here, we propose diagnostic checks for each of the assumptions we introduced in Section 3.2. We also discuss methods for probing potential concerns about external validity by testing for row-order effects and investigating atypical profiles.

5.3.1 Carryover effects

The first diagnostic check involves testing Assumption 1, the stability and no carryover effects assumption. For the immigration example, this assumption implies that respondents would choose the same immigrant as long as the two immigrant profiles in the same choice task had identical attributes, regardless of what immigrant profiles they had already seen or would see later. One way of testing the plausibility of this assumption is to estimate the AMCEs separately for each of the K rounds of choices or ratings tasks. This can be accomplished either by estimating separate regressions for each subsample or by interacting the attribute indicators with indicators for the different tasks. Assumption 1 implies that the AMCEs should be similar across tasks.

Consistent with Assumption 1, we find that the AMCEs are indeed similar across the five tasks in the immigration study. The results are displayed in Fig. A.2 in the SI. For example, the penalty for using an interpreter compared to speaking fluent English ranges between 0.13 and 0.19, which is similar to the 0.16 estimate from the pooled analysis. We can also go further and conduct formal tests to see if the AMCE estimates are significantly different across the tasks. For example, to test the null hypothesis that the AMCEs for the language attribute are identical across the tasks, we first regress the choice or rating outcome on indicators for the language attribute, indicators for each choice task, and the interactions between the two, and then conduct an F-test for the joint significance of the interaction terms. Here, we find that we cannot reject the null that the language effects are identical (p-value ≈ 0.52).
Fig. 4  Effects of immigrant attributes on preference for admission by ethnocentrism. These plots show estimates of the effects of the randomly assigned immigrant attributes on the probability of being preferred for admission to the United States conditional on respondents’ prior levels of ethnocentrism. At left, we see estimates for respondents with low levels of ethnocentrism, whereas at right we see estimates for respondents with high levels of ethnocentrism. Estimates are based on the regression estimators with clustered standard errors; bars represent 95% confidence intervals. The points without horizontal bars denote the attribute value that is the reference category for each attribute.
Fig. 5 Interaction of immigrant’s job plans and other attributes on preference for admission. These plots show estimates of the effects of the randomly assigned immigrant attributes on the probability of being preferred for admission to the United States conditional on the immigrant’s job plans. At left, we see estimates for profiles where the immigrant has a contract with an employer, whereas at right we see estimates for profiles where the immigrant has no plans to look for work. Estimates are based on the regression estimators with clustered standard errors; bars represent 95% confidence intervals. The points without horizontal bars denote the attribute value that is the reference category for each attribute.
Overall, the results of these diagnostic tests support Assumption 1 in this example, and we obtain similar results for the candidate choice example. Nonetheless, there is no theoretical guarantee that the same stability applies in other cases, and so researchers are well advised to check the validity of Assumption 1 in their own experiments. What if the assumption fails and the AMCEs do vary across tasks? As we mentioned in Section 3.2, researchers can still use the data from the first task only, as by design, those results cannot be contaminated by carryover effects. Doing so, however, results in a substantial loss of data and therefore statistical precision.

5.3.2 Profile order effects

The second diagnostic examines Assumption 2, the assumption of no profile order effects. As described in Section 3.2, this assumption implies that respondents ignore the order in which the profiles are presented in a given task. One implication of this is that the estimated AMCEs should be similar regardless of whether the attribute occurs in the first or the second profile in a given task. Fig. A.3 in the SI shows the results from this check for the immigration example. We find that the AMCEs are similar for those who saw each attribute first or second. As one example, the penalty for using an interpreter is 0.15 in the first profile and 0.17 in the second. Interacting the language indicators with the profile indicator, we cannot reject the null hypothesis that the two effects are the same (p-value ≈ 0.48). Overall, the results uphold Assumption 2 in this example, but again, we recommend that researchers check this empirically.

5.3.3 Randomization

Although Assumption 3 is guaranteed to hold by design in randomized conjoint analysis, it is good practice to check whether the randomization actually produces experimental groups that are well balanced in a given sample. In the context of conjoint analysis, a sample may be poorly balanced in terms of profile attributes or respondent characteristics. Both types of imbalances can be investigated using a variety of balance checks that are routinely used for randomized experiments. For example, one can compare the profiles rated by different groups of respondents (e.g., male versus female, old versus young, etc.) or conduct multivariate balance checks by regressing respondent characteristics on indicator variables for all profile attributes. As an illustration, we again use the immigration example and regress the respondents’ level of ethnocentrism on the immigrant attributes. We find that the immigrant attributes are jointly insignificant—the p-value for the omnibus F-test is 0.69, indicating that the attributes are jointly balanced in this test.

5.3.4 Attribute order effects

We now propose a diagnostic test to address concerns about the external validity of conjoint analysis. In designing a conjoint experiment, an important question is the number of attributes that should be used to characterize each profile. Here, researchers face a potential trade-off. On the one hand, including too few attributes might mean that some attributes are aliased, and show effects because respondents use the included attribute (e.g., the immigrant’s skill) to make inferences about omitted attributes (e.g., the immigrant’s origin). On the other hand, including too many attributes risks reducing the findings’ external validity by overwhelming respondents with information (Malhotra 1982). For example, when faced with a conjoint table that includes too many attributes, respondents might disregard all but the first attribute.

In general, researchers should rely primarily on theory to guide their choice about which and how many attributes to include. Yet there are also empirical diagnostics that can aid this choice. One useful exercise is to examine if the AMCE of an attribute depends on the order in which the attribute appears in the conjoint table. The logic behind this diagnostic is as follows: when respondents suffer from information overload due to a large number of attributes, one likely possibility is that they only pay attention to the attributes that appear near the top of the conjoint table, exhibiting a “primacy effect.” Note that to test this possibility, the order of the attributes must be randomly varied across respondents (as we do in the candidate and immigration examples).
To implement this diagnostic, we regress the choice or rating outcome on the dummies for the attribute values, dummies that indicate the row positions of the attributes (1–9), and the interactions between the two. We can then estimate the row-specific AMCEs and test whether the estimates are significantly different from each other. For example, the top panel in Fig. A.4 in the SI shows the AMCE estimates across the nine row positions for the use of an interpreter; the top row displays the pooled estimate across all row positions for comparison. We find that the penalty for using an interpreter (as opposed to being a fluent English speaker) is quite stable regardless of which row the attribute is listed in. The point estimates range from 0.10 to 0.23, and we cannot reject the null hypothesis that the row-specific AMCEs are identical (p-value ≈ 0.14). The bottom panel shows that the same is true for the penalty of entering once without authorization (as opposed to having never entered the United States).

In sum, these results suggest an absence of row-order effects for these attributes in this experiment, which uses nine attributes. Such stable results are consistent with experimental tests in the literature on consumer choice, which have found that for most consumers the quality of integrated decision making decreases only once the choice task includes more than ten attributes (e.g., Malhotra 1982). Still, whether and how these results translate to typical applications in political science is largely unknown. The effect of adding attributes is likely to be context dependent (Bettman, Luce, and Payne 1998), and researchers should carefully determine and justify the number of attributes for their specific applications.

5.3.5 Atypical profiles

Another concern about external validity relates to the realism of profiles (Faia 1980). In reality, attributes are often correlated, and randomization may result in attribute combinations that are exceedingly rare or even nonexistent in the real world. Although this is a concern, there are steps researchers can take to reduce this problem at the design stage. First, researchers should employ restrictions and exclude attribute combinations whenever they are deemed so unrealistic that a counterfactual would essentially be meaningless. For instance, in our immigration example it is highly unlikely for an immigrant with no formal education to be a research scientist, and we therefore exclude such a combination by design.

Second, other cases involve combinations of attributes which are considered atypical, but not impossible or illogical. Two examples are a female immigrant who works in construction and a French immigrant with a prior unauthorized entry. Although such combinations are empirically less common, they are clearly possible given the tremendous heterogeneity in immigrant populations, and the related counterfactuals are in principle well defined. Much can be learned by including such combinations. Note that it is precisely by varying some attributes independently and thereby breaking the correlations that exist in reality that we can isolate the separate effect of each attribute (see also Rossi and Alves [1980]; Wallander [2009]). More generally, it is because of the randomization (and the resulting orthogonality of the attributes) that we are able to generate unbiased estimates of each AMCE; atypical combinations as such do not pose a threat to internal validity. However, including atypical profiles might damage external validity if the atypical profiles lead respondents to lose interest in the survey or otherwise react differently.

To check for this possibility, a simple diagnostic is to classify profiles by their typicality and then estimate the AMCEs for groups of respondents exposed to different numbers of atypical profiles. As an illustration, we identified immigrant profiles that might be considered atypical, and then divided the respondents into three groups: those exposed to a low (0–3), medium (4–5), or high (6–9) number of atypical profiles. The estimated AMCEs for each group are displayed in

---

19 Note that the pooled AMCE estimate is a weighted average of the row-specific AMCEs.

20 Our list of atypical profiles is somewhat arbitrary (the full list is available from the authors upon request); we do however find the result of our diagnostics to be unsensitive to small changes to the list. If desired, researchers could employ more systematic classifications that are drawn up a priori, for example, by estimating the empirical frequencies of the different immigrant profiles from census data.
Fig. A.5 in the SI. Again, the pattern of results is similar across all three groups, indicating that in this example respondents are not distracted by less typical profiles.

6 Potential Limitations

Our analysis shows that conjoint analysis is a promising tool for causal inference in political science, especially when researchers seek to test causal hypotheses about multidimensional preferences and decision making. Of course, conjoint analysis is not without limitations. Here, we briefly review common criticisms of conjoint analysis and contrast it with traditional survey experiments.

Perhaps the most common criticism of conjoint analysis is its use of stated preferences as outcomes. Scholars have expressed concerns about the validity of conclusions based on stated preferences, in the belief that what people say in surveys can diverge from what they would do in actual decisions. Some skeptics go so far as to argue that social scientists should confine themselves to studying people’s observed actions (e.g., Diamond and Hausman 1994). Yet whereas external validity is an important concern in conjoint analysis (as we discussed in Section 5.3 and also below), any criticism of stated preferences in principle also applies to standard survey experiments (Gaines, Kuklinski, and Quirk 2007; Barabas and Jerit 2010). The proliferation of survey experiments in recent years is evidence of the widespread belief among scholars that stated preferences can be useful for understanding real-world behavior. If so, the question is not whether conjoint analysis is useful at all but whether it has advantages over traditional survey experiments.

From this viewpoint, there are several reasons to believe that conjoint analysis fares better than traditional survey experiments in terms of external validity. First, whereas traditional survey experiments often create an artificial environment in which respondents are commonly given a single piece of information, conjoint analysis provides various pieces of information jointly and lets respondents employ the information that they find most relevant. This suggests that conjoint analysis may capture decision-making processes in information-rich environments more effectively than do traditional survey experiments (Alves and Rossi 1978). Second, some point out that the validity of stated preference experiments can be enhanced by structuring a questionnaire to mirror real-world decision making (Alexander and Becker 1978; Rossi 1979). As we show in both the candidate and immigration examples, the format of conjoint analysis makes it easier to incorporate such realistic measurement of preferences without leaving the realm of stated preference experiments. Moreover, there may be other conjoint examples in which researchers can employ measures of revealed preferences by, for example, asking respondents to make donations or take other costly actions in support of their preferred option.

A related issue is social desirability bias (or “demand effects”), in which survey respondents present themselves so as to win approval, including denying or concealing socially undesirable prejudices (e.g., Sniderman and Carmines 1997; Mendelberg 2001). Here, too, conjoint analysis has the potential to reduce bias as compared to traditional survey experiments (Wallander 2009), because conjoint respondents are presented with various attributes and thus can often find multiple justifications for a given choice. Indeed, some researchers have applied it to socially sensitive topics precisely for this reason, including victim blame following sexual assault (Alexander and Becker 1978), and stigmas associated with HIV (Schulte 2002).

To be sure, conjoint analysis also has potential disadvantages compared to traditional survey experiments. First, researchers may be interested in attitudes that cannot be expressed through the ranking or rating of alternatives. Second, researchers may be concerned that the simultaneous provision of various pieces of information in conjoint analysis will induce forms of cognitive processing different from those at work in more naturalistic settings. Third, more practically, conjoint analyses can require significant computer programming, and researchers may lack sufficient resources or background to implement the design. As with any decision about experimental design, such costs must be carefully evaluated against its likely benefits, including the above-mentioned advantages as well as its ability to produce multiple tests of causal hypotheses in a single study.
7 Concluding Remarks

Political scientists are increasingly using survey experiments to advance their knowledge about the causes of individual political choices and preferences. Yet, traditional survey experiments are ill suited for analyzing political behavior that is inherently multidimensional. Because these experiments involve a small number of treatment groups, they are limited to either identifying the “catch-all” effects of multidimensional treatments or else the effects of a small number of treatment components that are confounded with other, correlated components. As a result, researchers are often left with ambiguous conclusions about whether or not the results of their experiments truly support their theories.

We proposed conjoint analysis as a technique to address these problems. We showed how conjoint experiments can separately identify a variety of component-specific causal effects by randomly manipulating multiple attributes of alternatives simultaneously. Formally, we proved that the marginal effect of each attribute averaged over a given distribution of other attributes can be nonparametrically identified from conjoint data and estimated by simple estimators requiring minimal assumptions. Practically, this implies that empirical researchers can apply the proposed methods to test multiple causal hypotheses about multidimensional preferences and choices. As a result, the proposed framework produces an unusually rich set of causal inferences, as our examples demonstrate. Moreover, the proposed method does not require advanced statistical tools that go beyond the statistical toolkit of typical political scientists—in fact, it only involves a few lines of code in Stata or R once the data are appropriately organized. Sample scripts for implementing the method are available on the authors’ websites, along with a stand-alone GUI software tool for embedding a conjoint item in Web-based survey instruments (Strezhnev et al. 2013).

Theoretically, this article speaks to the burgeoning literature on causal mechanisms by analyzing causal components under the potential outcomes framework. The concept of causal mechanisms is multifaceted (Hedström and Ylikoski 2010), and the statistical literature on causal inference has provided at least two distinct perspectives. The first defines mechanisms as causal processes by which a treatment affects an outcome, and it primarily uses mediation analyses (e.g., Imai et al. 2011). By contrast, the second perspective equates mechanisms to the combinations of causal components that are sufficient to produce the outcome and focuses on the analysis of interactions (e.g., VanderWeele and Robins 2009). Our identification analysis of conjoint experiments contributes to the latter by showing that the average marginal effects of components and their interactions can be identified and unbiasedly estimated from a factorial experiment like conjoint analysis.

Although we focused on two specific empirical examples in this article, the potential use of conjoint analysis in political science is much broader. Since conjoint analysis enables the estimation of the effects of multiple components in a single experimental design, it provides an opportunity to link causal analysis more closely to theory. Instead of focusing on the effects of a single binary treatment, conjoint analysis enables us to run more nuanced tests that are informative about the relative merits of different hypotheses that map onto specific treatment components. For example, Hainmueller and Hopkins (2012) use the immigration experiment above to distinguish between different theories of the drivers of attitudes toward immigrants, including economic self-interest, sociotropic concerns, prejudice and ethnocentrism, and American identity and norms. In ongoing projects, we are using conjoint analysis to explore attitudes on welfare and health care reform. One can easily imagine applications in still other domains that involve multidimensional attitudes and policies. Political elites’ decision to intervene militarily, jurors’ decisions about appropriate punishment, preferred spending levels within the U.S. federal budget, and voters’ decisions between candidates all lend themselves to conjoint analyses.

Conjoint analysis can also be used to answer research questions that are sometimes considered outside the realm of causal inference. In the field of marketing science, where conjoint analysis has been used and developed for the past four decades, researchers have typically used the method to design a product with the combination of attributes that is most preferred by consumers. This approach is directly applicable to public policy, where researchers and policy makers are often interested in policy design. For example, conjoint analysis could be used to identify the policy that
is likely to be the most popular among voters, either nationally or in specific (e.g., geographic or partisan) groups. In short, conjoint analysis is a promising experimental design that we believe should be put into much greater use in political science.
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