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Abstract

Causation looms large in legal and moral reasoning. People construct causal models of the social and physical world to understand what has happened, how and why, and to allocate responsibility and blame. This chapter explores people’s common-sense notion of causation, and shows how it underpins moral and legal judgments. As a guiding framework it uses the causal model framework (Pearl, 2000) rooted in structural models and counterfactuals, and shows how it can resolve many of the problems that beset standard but-for analyses. It argues that legal concepts of causation are closely related to everyday causal reasoning, and both are tailored to the practical concerns of responsibility attribution. Causal models are also critical when people evaluate evidence, both in terms of the stories they tell to make sense of evidence, and the methods they use to assess its credibility and reliability.
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Introduction

What or who caused a certain event to occur is essentially a practical question of fact which can best be answered by ordinary common sense rather than by abstract metaphysical theory.


A young child is admitted to a hospital suffering from croup. He is placed under the care of a doctor. The child is settled at first, but then has two episodes of breathing difficulties. The nurse calls the doctor, but she is at a clinic and does not attend. The child recovers from these episodes, but soon after his breathing is severely blocked, and he suffers a cardiac arrest. The child subsequently dies. The child’s mother brings a case against the doctor. Medical experts claim that had the child been intubated during these episodes, his death could have been avoided.¹

We assign responsibility to someone rapidly, often in a matter of seconds, in a process that is internal to us and largely automatic. It seems natural to blame the doctor for the child’s death—if she had attended to the child, she could have saved him. Assigning legal responsibility takes longer, often many months. It is an external process with several explicit stages: charging someone, taking her to court, an investigation, and subsequent trial. Crucial to both processes is the construction of causal models of what happened: who did what, how, and why. These models include assumptions about people’s actions, beliefs, and motivations, about what actually happened and also what would have happened had people acted differently. They also encapsulate assumptions about what should have happened: what actions a reasonable person would have taken.

As given, the story about the child’s death is underspecified. We do not know exactly what would have happened if the doctor had intubated
the child; perhaps the child would have died anyway. Nevertheless, we still blame the doctor for not attending when called, and indeed the legal finding was that she breached her duty of care to the child. But the question of whether the doctor caused the child’s death is still unclear. We do not yet know what would have happened if the doctor had attended—would she have intubated? In court the doctor claimed that even if she had attended, she would not have intubated. That was her practice, and indeed some medical experts supported this decision (although they were in a minority). Now we might be less sure that the doctor caused the death. After all, had she attended and not intubated the child, she would have been following an acceptable line of medical practice, but the child would still have died. Thus her failure to attend to the child made no difference to what actually happened.

This scenario illustrates the dependence of both legal and moral reasoning on causal understanding and a relatively sophisticated use of counterfactual reasoning. Indeed, the notion of causation is embedded in legal doctrine, and also implicit in our moral reasoning. But it is not clear exactly what this notion of causation amounts to, how it relates to scientific or everyday conceptions of causality, and how it underpins our legal and moral decisions. Our opening quote from a judge, which is representative of legal opinion, states that the notion of causation used in the law corresponds to our commonsense notion of causality. Moreover, it is also argued (Moore, 2009, 2012) that this is how it should be, because ultimately legal decisions should fit with our moral judgments, and the latter are themselves based on commonsense principles.

But what exactly is our commonsense notion of causation, and how does it underpin our everyday moral and legal judgments? This chapter will explore these questions, building on recent work in philosophy, psychology, and cognitive science that develops a rich picture of how people construct and reason with causal models (Halpern & Pearl, 2005; Pearl, 2000; Sloman, 2005; Sloman & Lagnado, 2015; see also other chapters in this volume).

**Philosophical Theories of Causation**

Before exploring the role of causation in legal and moral reasoning, it is useful to highlight some key distinctions from the philosophical literature (for more details see Danks, Chapter 12 in this volume).

First, we must distinguish between general and singular causal claims. The former involve claims about causal laws or propensities: that exposure to asbestos causes lung cancer; that reckless driving causes accidents; that poisoning causes death. The latter involve claims about a specific event or state of affairs: that Jim contracted lung cancer due to asbestos exposure; that Joe’s speeding on this occasion caused the accident; that Jane died from arsenic in her tea. In legal or moral contexts, the focus is often on singular claims: we want to know the specifics of what happened and blame or praise people accordingly. But general claims also play a crucial role, encapsulating our knowledge of what makes people (and things) tick, and helping us to infer what happened on particular occasions.

Second, philosophical theories of causation divide into two main camps (Paul & Hall, 2013):

1. Dependency accounts: where causation is defined in terms of whether causes “make a difference” to their effects. For singular events, this is often cashed out in terms of counterfactual dependency between events (Lewis, 1986). For example, the arsenic in Jane’s tea caused her death because it made the crucial difference; without the arsenic she would not have died.

2. Process or production accounts: where causation is defined in terms of a physical process that transfers energy or momentum from causes to effects (Dowe, 2000). For example, there is a complex physical process from the drinking of arsenic to the Jane’s eventual death from poisoning.

While these two approaches are not exclusive—indeed, both apply in the case of Jane’s death—they differ on some critical cases, such as their treatment of omissions. An omission, for instance the doctor’s failure to intubate, is a perfectly legitimate cause of the child’s death according to the difference-making account, whereas on the process view omissions are ruled out because they do not involve a physical process from the omission to the putative effect. What is the physical process that connects the doctor’s failure to intubate to the child’s death? On the other hand, difference-making accounts notoriously struggle with a different class of cases, such as over-determination or pre-emption (for examples, see later discussion in this chapter), which seem readily captured in terms of process accounts. Recent research in philosophy and cognitive psychology focuses mainly on counterfactual theories and difference making, but we shall see that legal causation seems to draw on aspects of both dependency and process.
Third, with regard to singular causal claims, another important distinction is between questions of causal connection versus selection (see Hilton, Chapter 32 in this volume). The former involves determining whether or not an event is “a” cause of some event, where there might be various causes or contributing causes for any specific effect. Thus, the discarded cigarette, the dry wood, and the presence of oxygen in the air are all causes of the subsequent fire in the shed. In contrast, causal selection involves picking out one (or several) of these as “the” cause, and relegating the others to mere background conditions. For example, the dry wood and the presence of oxygen will typically be seen as mere conditions, with the discarded cigarette selected as “the” cause of the fire. But this process of selection depends on contextual or pragmatic issues. In the context of a shed that is usually damp, the dryness of the wood might also be singled out.

This highlights another distinction commonly made in the literature on singular causal judgments, between normal versus abnormal events (Halpern & Hitchcock, 2014; Hart & Honore, 1983; Hilton, Chapter 32 in this volume). Actions or events that are atypical or abnormal relative to the commonplace are often singled out as causes. Whether this reflects a deep feature of causal claims themselves, rather than a pragmatic feature of how we use them, is a controversial question (Blanchard & Schaffer, 2016). But the focus on transgressions from normality is clearly very germane to legal and moral issues, and seems to play a correspondingly large role in human judgment (Kahneman & Miller, 1986; Knobe, 2009).

Legal Reasoning

Causation in the Law

Causal reasoning is ubiquitous in the law. This holds true in both criminal and civil proceedings. Thus, criminal offenses are analyzed in terms of two key elements: the defendant’s action (actus reus) and the defendant’s mental state at the time of the action (mens rea). For example, murder requires both that the defendant caused the death of the victim, and intended to kill or seriously harm the victim. Both elements invoke questions of causality. This is most straightforward with the actus reus element, which amounts to the explicit claim that the defendant’s conduct caused the result in question. However, it is also implicit in the mens rea condition. The mental element, too, is assumed to play a causal role in the offense. For example, an intention is taken as a causal precursor to the action. Without the assumption that the intention has some causal efficacy, the rationale for establishing mens rea for murder would be undermined. Likewise, in civil proceedings, a central concern is to establish that the defendant’s action or omission caused the harm suffered by the claimant.

Consequently, proof of causation is often a key issue in court, with the prosecution seeking to prove that the relevant causal link existed, and the defense typically opposing this claim. But even when the defense accepts that the defendant did, in fact, cause the result, they will often argue for countervailing causal factors that justify or excuse the defendant’s actions: for example, a claim that the defendant acted in self-defence or under duress. In addition, causal claims infuse the network of hypotheses and evidence that surround the central issues of a crime. Thus, a defendant’s motive, opportunity, and means are often causal pre-conditions of a crime, and evidence is offered to support these causal hypotheses. Moreover, evidence is itself a causal consequence of the pattern of events that make up a crime. Fingerprint evidence left at the crime scene are caused by the perpetrator’s presence; an eyewitness report is caused by their sighting of the defendant; a defendant’s confession is caused by his feelings of guilt (or by the strong arm of the law).

Causality also pervades how we evaluate the process of decision-making and justice. The decisions made by juries and judges are determined by a multitude of causal factors, and these admit of analysis, especially when a trial is appealed. For example, a key question in an appeal is often whether the jury would have reached a different verdict if some aspect of the actual trial had been different—for instance, if a certain piece of evidence had been excluded, or if the judge had given different instructions. These questions often hinge on our causal understanding of how jurors think—and the answers to these questions can determine the result of the appeal. Finally, when a judge decides on an appropriate punishment, the causal impact of these sanctions needs to be considered—what would be the effect of imprisoning or imposing a fine on the guilty party? Here a prospective notion of causation is in play—anticipating the likely consequences of a particular sentence. In short, the law is shot through with causal claims and judgments, and crucial decisions are made based on the various decision-makers’ understanding of causality.


Common-sense, Legal, and Philosophical Notions of Causation

Jurists often claim that the law relies on the same basic concepts of causation as those used in everyday thought (Hart & Honore, 1985). Indeed, juries are typically told to rely on their common-sense notion of causation. In complex situations, a judge might instruct the jury on some finer points, but by and large jurists maintain that legal notions of causation appeal to, and elucidate, our ordinary understanding of causation. In contrast, the relation between the legal notion and philosophical analyses of causation is openly debated. Some argue that the law operates with its own notion of causation, and metaphysical analyses are often irrelevant (Green, 2015; Hoffman, 2011; Stapleton, 2008), while others argue for a general theory of causation, suitable for law, science, and metaphysics (Moore, 2009; Schaffer, 2010).

Often missing from this debate is a precise description of everyday causal thought, or any discussion of relevant psychological work, and how this relates to the philosophical theories or the legal accounts that assume it. In this chapter we argue that everyday causal reasoning is indeed closely allied to legal concepts of causation, but also that both are relatively well modeled (but not yet perfectly) by current philosophical theories. This is not to say that we have a single satisfactory theory that encompasses legal and everyday concerns, but recent progress suggests that convergence is possible. And irrespective of whether we attain a unified theory of causation, psychology and law have a lot to learn from each other. One theme that we will develop is that the way in which the law deals with causation, in the face of practical questions and needs, is often mirrored by our everyday causal reasoning.

Legal Analyses of Causation

THE SHOOT-OUT

The TV series Breaking Bad raises many moral issues. Here we use one of its pivotal scenes to illustrate some issues for legal causation. To cut a long story short, Walt is a chemistry teacher with terminal cancer who is cooking and selling crystal meth with his ex-pupil Jesse. Attempting to widen their sales, they get mixed up with Tuco, a psychopathic drug baron. Tuco is on the run from the police, and is holding Walt and Jesse captive at his father’s isolated shack. Armed with a machine gun and a handgun, he takes them both outside, and starts beating Jesse. In the struggle, Jesse manages to grab Tuco’s handgun, and shoots him in the stomach. Tuco lies dying, and Walt and Jesse leave him for dead. But Tuco gets up and staggers toward Jesse’s car, where they have left his machine gun. Suddenly, Hank, a federal drug agent (also Walt’s brother-in-law) turns up. He shouts at Tuco to stop and raise his hands. Instead, Tuco seizes the machine gun, and fires repeatedly at Hank. Hank hides behind a car and shoots back. After a battery of firing from both sides, Tuco stops to reload, and Hank shoots Tuco dead. Who caused Tuco’s death? The answer seems straightforward: it was Hank. However, even though common sense and the law might agree, it is not trivial to give a principled rationale for this answer. Indeed, as we show next, the standard but-for test used in legal contexts cannot deliver this simple answer.

Factual and Legal Causation

Legal analyses of causation operate with two notions—factual and legal (or proximate) causation. These are supposed to work in two stages: initially, the factual causes in a case are identified; then one (or several) of these is selected as the legal cause. The separability of these steps has been contested, both on theoretical grounds (Green, 2015; Tadros, 2005) and in terms of the actual practice of trial judges (Hoffmann, 2011), but the conceptual distinction is standard in legal texts.

Factual causation is assumed to correspond to what actually happened in the case, irrespective of any evaluation or legal judgment. Our knowledge of this depends on the details of the case, the evidence and arguments presented, and our everyday assumptions about how people and things work, sometimes supplemented by expert knowledge (e.g., in medical or scientific contexts). The standard test for causation is the but-for test: the defendant’s action is a factual cause of the result if, but for the defendant’s action, the result would not have occurred (Herring, 2010, p. 90).

The but-for test is appealing in its simplicity, and it has a strong philosophical pedigree in counterfactual theories of causation (Lewis, 1986). In many cases it delivers a clear-cut judgment: when the defendant shoots his victim, it is usually clear that had he not shot, the victim would not have died. However, it suffers from various problems, both as a theoretical and practical principle. These problems will be discussed in the following.

Legal causation lacks a crisp definition or test, and is often seen as the juncture where legal and policy issues are introduced. In UK law, a legal
cause is defined as “an operating and substantial cause” (e.g., Herring, 2010, p. 91). The question of what counts as a substantial cause is open-ended, but it aims to rule out but-for factors that are only remotely linked to the result in question. In many cases it is intuitively obvious whether or not a factor is substantial, but there will be tricky cases where the status of a candidate cause is unclear. Without a precise definition, the decision will rest on the judge’s interpretation, and thus allow for non-causal factors to influence the judgment. The notion of an operating cause also lacks a precise definition or rule for application. It is often invoked when the defendant’s action is “interrupted” by another person’s action or an act of nature. For example, consider the case where the defendant and his two friends beat up the victim, but the defendant then left the scene, after which his friends drowned the victim.8 The defendant was ruled not to have caused the death, because he was not an operating cause: the subsequent actions of his friends constituted a novel intervention that broke the chain of causation between his actions and the death. Here again, the lack of a definitive test permits leeway in the interpretation of an operating cause, and can allow other non-causal factors to influence the final judgment. Both of these concepts will be illustrated further in the following examples.

So far we have looked mainly at the legal treatment of actions (actus reus), but mental states (mens rea) can also play a key role in judgments of legal causation. The requirement of an intention in serious offenses like murder is a straightforward example. But a defendant’s mental states are also relevant with respect to whether or not they foresaw the adverse result of their actions. For example, consider a defendant who sets light to an adversary’s house, intending to frighten them, but a child dies in the fire. Despite not intending to kill the child, the defendant can be convicted of murder because he could have foreseen that someone might be killed.9 Note how issues of foreseeability are crucial for purpose of legal judgments, but are not clearly tied to causation as normally understood on a scientific view. Why should someone’s knowledge or expectations affect the extent to which an action is judged to have caused an outcome? However, the influence of mental factors such as foreseeability does seem to tie in with our everyday conception of causation, as we shall show in the following (e.g., see Knobe, 2009; Lagnado & Channon, 2008).

Problems with the But-For Test

Despite its central role in causal judgments in the law, the but-for test suffers from various well-documented problems: it can be imprecise and difficult to prove; it is over-inclusive in what it counts as a cause, but in certain cases it is also too restrictive, ruling out genuine causes. We will discuss these problems in turn, with the ultimate aim of showing how they can be resolved by an extended account of the but-for concept (cf. Halpern & Pearl, 2005; Stapleton, 2008).

The Problem of Imprecision and Proof

One difficulty is that in certain contexts the but-for test is imprecise and thus hard to prove (Moore, 2009). The but-for is essentially a comparative test: one compares the actual world, in which the defendant acted and the result occurred, with a hypothetical (counterfactual) world in which the defendant did not act, and ask whether or not the result would still have occurred. But this leaves unspecified exactly what takes the place of the defendant’s action. Sometimes the contrast case is obvious. For instance, when considering what would have happened if the defendant had not shot the victim, one imagines a world where he did not shoot. One does not consider a world in which he tries to kill the victim in some other way (cf. Schaffer, 2010).

However, sometimes the appropriate counterfactual supposition is less clear. For example, in the preceding medical negligence example, one key question was what would have happened if the doctor had not breached her duty of care, and had attended the child when called. Would the child have survived? The answer to this question depends both on (a) what the doctor would have done if she had attended, and (b) what would have happened as a consequence of this action. Both of these issues are uncertain, and thus require evidence and argument. In this case it was agreed, based on medical opinion, that the child would have had a greater chance of survival if the doctor had intubated. Therefore, if one imagines “doctor intubates” as the contrast case, then the but-for test would rule the doctor’s negligence as a cause of the death. However, the doctor argued that even if she had attended, she would not have intubated. On this counterfactual supposition, the child would still have died, and therefore by the but-for test the doctor did not cause the death. The court accepted this argument, and ruled that the doctor’s failure to attend, despite being a breach of her duty of care, did not cause the child’s death.10
The legal question thus shifted to whether the doctor’s practice of not intubating was itself reasonable.

Although in this case the two components (a) and (b) of the but-for test were resolved to the court’s satisfaction, in other situations these issues might be hard to establish. It might be difficult to agree on what the defendant would have done; and, even if this were established, to agree on what would have happened contingent on this action. Thus, although in this case the medical experts agreed that had the doctor intubated, the child would probably have survived, in other medical cases this might not be so clear (and might even go beyond current medical knowledge).

In sum, despite its apparent simplicity, the but-for test requires various cognitive operations when applied to real cases. The fact-finder needs to select the appropriate contrast, and to judge how this counterfactual world would have unfolded. These demands are not trivial, and might be hard to prove or provide substantial evidence in support of. Nevertheless, this problem is part and parcel of legal inquiry. Legal cases are often hard to decide, and the but-for test, properly analyzed, clarifies what needs to be shown for proof of causation. It seems appropriate that different sides to the dispute might argue for different contrasts, and even make different claims about what would have happened in the relevant counterfactual worlds.

THE PROBLEM OF PROMISCUITY

Another problem with the but-for test is that it generates too many causes. Thus in most cases there will be innumerable but-for causes of a specific result. For example, when a defendant shoots his victim, there are all kinds of factors but-for which the victim’s death would not have occurred: if the defendant’s parents hadn’t met, if he hadn’t been born, if he hadn’t moved to the city, if he hadn’t been introduced to the victim, and so on. Most of these factors are clearly irrelevant to the legal issue in question. But the but-for test by itself is too coarse a tool to demarcate the relevant from the irrelevant factors. This is where the concept of legal causation is supposed to earn its keep, by pruning away those factors that are deemed irrelevant to the legal question at issue.

The notion of legal cause—cashed out in terms of substantial or operating cause—seems to work well in clear-cut cases. It rules out factors that are clearly insignificant, such as distant or coincidental precursors of the defendant’s behavior, thus excluding his parents and other factors that were incidental to his behavior on this occasion, and also limits the extent to which the defendant is deemed a cause of the more distant or coincidental consequences of his actions. But there will be hard cases, where the imprecision of the concept of legal cause means that questions of significance or remoteness requires a judgment call by the fact-finder, rather than following explicitly from the causal definition itself.11

PRE-EMPTION

Pre-emption occurs when an action or event brings about an outcome, but if this action had not occurred, an alternative or back-up action would have brought about that same result. The latter action is “pre-empted” by the former. For example, suppose the driver of a rented car fails to brake and injures a pedestrian. Unknown to the driver, the brakes were faulty—the car rental company had not checked or maintained the car’s brakes. So even if the driver had applied the brakes, they would not have worked, and the same injuries would have been incurred.12 Intuitively it is the negligent action (or inaction) of the driver that caused the harm, and not the faulty brakes. But sensible as this claim sounds, the but-for delivers the wrong answer, because but-for the driver’s action the same harm would still have occurred. Such examples are commonplace in legal and everyday settings, and challenge the but-for test as an adequate criterion. Once again, legal causation, in particular the notion of operative cause, needs to be invoked. The operative cause of the accident was the driver’s failure to use the brakes, not the faulty brakes. The brakes never got the chance to malfunction, and thus were not an operative cause of the accident.

In pre-emption cases, the pre-empted action either fails to occur, or acts but is beaten to the punch by the “actual” cause. Either way there is a clear causal path from the operative cause to the result, but not from the pre-empted action. This asymmetry makes such cases easier to deal with. Certainly our intuitions seem sharper, even if the notion of operative cause is still fuzzy. However, there are related cases in which one action activates a chain of events that would have led to a harmful result, but instead another action intervenes to cause the harm. For example, let us return to the earlier shoot-out example. Jesse shot Tuco and left him to die. The damage from Jesse’s shot was slowly killing Tuco, and Tuco would have died in a few hours. However, Hank intervened and shot Tuco dead immediately. Clearly Hank caused Tuco’s death. Jesse’s causal role in the death is less clear, but
given the independent and unforeseeable nature of Hank's intervention, our intuition (and the law?) is that Jesse did not cause Tuco's death.

The but-for test, however, appears to rule out both Hank and Jesse. If Hank had not shot Tuco, he would still have died from Jesse's bullet. If Jesse had not shot Tuco, he would still have died from Hank's shot. But it would be crazy to argue that neither man caused Tuco's death. Someone definitely killed him!

The law offers one possible answer to this problem, stipulating that the but-for test individuates the result in terms of its timing and manner: “The test for factual causation requires the jury to consider whether, but for the defendant's unlawful actions, the harm would have occurred at the same time and in the same way that it did” (Herring, 2010, p. 90). Thus Hank's shot passes the but-for test, because the exact timing and manner of Tuco's death would have been different had Hank not shot.13 What about Jesse's shot? Whether or not it passes the but-for test depends on further details about the actual situation (and relevant counterfactuals). The key question is whether Tuco would have died at the same time and in the same way if Jesse had not shot. This is a tricky question. Perhaps Tuco would have died a few minutes later if he hadn't already been wounded by Jesse's shot. More complicated still, if Jesse had not shot Tuco at all, the course of events might have been very different—Tuco would not have been left to die, he might not have been shot by Hank, and so on. Here again our judgments also depend on what contrast case we use—what we substitute for Jesse's shot, and how we play out the counterfactual world subsequent to that change.

The speculation about whether Jesse's shot is a but-for cause of Tuco's death can be curtailed if we move to the question of legal causation. Here we can argue that Hank's shot was a substantial and operating cause of Tuco's death, whereas Jesse's shot was not. Hank's action was an intervening cause— independent and voluntary—that broke the chain of causation between Jesse's action and the death. Thus the law has the means to deal with these problem cases, by individuating the outcome at a suitably fine level of grain or by invoking the notion of legal causation (and operative cause). Both approaches have been used in actual legal cases (Herring, 2010, p. 90). Here again, the lack of a precise definition of legal causation allows cases to be dealt with in a flexible manner. This is a practical bonus, but it opens the door for non-causal factors to influence judgment, and can lead to inconsistency and controversy across legal rulings.

OVERDETERMINATION

The textbook case of overdetermination is when two people (A and B) independently and simultaneously shoot the victim, and either shot alone was sufficient to kill the victim. On the but-for test, neither shooter is a cause of the victim's death, because if A had not shot, the victim would still have died from B's shot, and the same is true for B. But it is counterintuitive to conclude that neither shooter caused the death. What makes this different from pre-emption cases is that each shooter does exactly the same thing and we want both to be judged as causes of the death.

A more complex example of overdetermination is as follows: “A company produced a leather-spray to be used by consumers on their leather clothing. The company discovered that the spray was extremely toxic for certain elderly people and others with respiratory conditions. The relevant group of executives voted unanimously to market the product (the voting rule required only a majority of votes.) Subsequently the product killed a number of consumers” (Stapleton, 2013, p. 43).14 Each of the executives was prosecuted separately as a cause of the deaths. In their defense, each member argued that his individual vote was not a cause of the deaths, so he should not be held responsible. The court rejected this argument, and each executive was held legally responsible for the deaths incurred. Here again, although everyday judgments and the law converge on the same answer (Gerstenberg, Halpern, & Tenenbaum, 2015), the but-for test rules that none of the executives is a cause, because for each member it is true that the motion would still have passed even if he had voted against it. Note that this latter example cannot be dealt with by describing the outcome in more fine-grained detail. The timing and manner of the harmful outcomes of the company's action depend only on whether or not the motion was passed, and not by the exact majority. So a fine-grained but-for test still excludes any executive as a cause of the harm.

Extensions to the But-For Analysis

The problems of pre-emption and overdetermination are well known both in philosophy and law, and are often seen as fatal to counterfactual accounts of causation (Paul & Hall, 2013). However, two recent approaches to causation, developed independently in law (Stapleton, 2008, 2009) and in computer
science (Chockler & Halpern, 2004; Halpern & Pearl, 2005), offer very similar solutions to these problems.

**IN VOLVEMENT AND CONTRIBUTION**

Stapleton (2008, 2009) argues against a general-purpose concept of causation on the grounds that causal claims depend on the nature of the interrogation, and that different questions can demand and yield different answers. She identifies a specific notion of causation that fits the wide-ranging purposes of legal inquiry—what she terms “involvement” or “contribution.” At the heart of her account is an extension of the but-for analysis that allows the counterfactual test to be computed over a wider range of contrasts, thus ruling actions (and omissions) that cause or contribute to an outcome as genuine causes, even if their contribution is neither necessary nor sufficient for the outcome.

Stapleton identifies three forms of “involvement” central to legal inquiries. First, a factor is involved in an outcome if it satisfies the standard but-for test and thus is a necessary condition. One compares the actual world—in which the factor and the outcome both occurred—with a hypothetical world in which the factor is removed. If the outcome would no longer have occurred, then the factor is deemed to be involved in the outcome. Second, a factor is also involved in an outcome if it satisfies an amended but-for test where one compares the actual world with a hypothetical world in which the factor is removed along with any other factor that “duplicates” the outcome in question. If the outcome would not have occurred in this hypothetical world, then the factor is judged to be involved in the outcome. For example, when two hunters (A & B) independently and simultaneously shoot a hiker (overdetermination), to assess whether hunter A is involved in the outcome, one imagines a world where neither hunter shoots. In this hypothetical world the hiker would not have died, so hunter A is involved in the death: a similar argument rules in hunter B, too. The third form of involvement is the relation of contribution. This involves two steps: (1) transform the actual world by removing any factors that are not needed for the result still to occur; (2) compare this world to the hypothetical world where the target factor is also removed; if the result would not have occurred in this latter world, then the target factor contributes (3) to the result.

For example, consider a slight variation of the previous voting example (Stapleton, 2008, 2009). Suppose that the vote is 9–0 in favor of marketing the product, and a majority of only 6 is required to pass motion. Take one particular voter (Bob). Did Bob contribute to the harm? First, imagine a world where the motion still passes, but all excess factors are removed, for example by removing three voters, such that the vote is 6–0. Second, establish whether, but-for Bob’s vote, the motion would have passed. If the answer is no, then Bob contributed to the result. The same argument can be applied to each voter. Therefore, on Stapleton’s account, each voter contributes to the motion being passed, and thus to the subsequent harm.

Essentially, Stapleton’s account generalizes the but-for test to allow for comparisons with a broader range of hypothetical worlds, and thus avoids problems of overdetermination. Her account leaves various issues unresolved, for instance, how we specify the exact nature of the hypothetical worlds, how we establish what happens in these worlds, and how we decide which factors to remove to establish contribution. She does refer to the necessary element of a sufficient set (NESS) test as a formal test for involvement (Wright, 1988), but it is unclear that this test can deliver the needed judgments, and is problematic for other reasons (Fumerton & Kress, 2001). Nevertheless, her proposals are a step in the right direction, and have been adopted in some legal rulings.

**STRUCTURAL MODEL APPROACH**

Recent work in philosophy and computer science (Chockler & Halpern, 2004; Halpern & Pearl, 2005) has spawned a novel approach to these problems, which bears notable parallels to Stapleton’s proposals, albeit couched in a more formal framework. Like Stapleton, the starting point for the structural model is the but-for test, where causation depends on a counterfactual relation between putative cause and effect. However, on the structural approach this counterfactual relation is explored in the context of a specific causal model, defined in terms of a set of variables (corresponding to the events of interest) and a set of structural equations (which capture the causal relations between variables). A counterfactual is cashed out in terms of interventions on the causal model, and obeys a specific logic that allows one to update the model and derive the consequences of this intervention (see also Danks, Chapter 12 in this volume). Thus, in a straightforward case where a single hunter (A) shot a hiker (E), A is deemed a cause of E, if an intervention that had stopped A would have undone E. This corresponds to the but-for test and (1) in Stapleton’s account. Overdetermination
cases are dealt with by allowing the counterfactual query to be extended to include additional interventions. For instance, in the overdetermination case where hunter A and hunter B both shoot E, one considers a but-for test for each hunter conditional on an intervention in which the other hunter is stopped from shooting. On this extended test, both hunters are ruled in as causes of the hiker’s death. This corresponds to (2) in Stapleton’s account. Note that this also captures the notion of contribution (3), because it allows for multiple counterfactual interventions—for instance, in the company voting example, intervening by removing the votes of three executives would make an individual member’s vote a but-for cause of the motion being passed. Finally, the structural model approach has been extended to include degrees of causal responsibility (Chockler & Halpern, 2004). This allows us to assess how far a factor is from being a but-for cause, by counting the number of changes (interventions) required to make the outcome counterfactually dependent on that factor (see later discussion for more details). This takes us further than Stapleton’s account, because we can distinguish situations where the vote is 7–0 rather than 9–0, with each voter receiving a higher degree of casual responsibility in the former case, because each is closer to being a but-for cause (see Gerstenberg et al., 2015; Lagnado et al., 2013). By and large, there is a neat mapping from Stapleton’s notion of contribution to the structural model approach. This suggests that a unified framework for causation, applying to both legal and everyday causation, is possible. There are, however, various issues still to be resolved by the structural model approach. One important question is whether the structural account can adequately capture the notion of an active causal process (see Gerstenberg et al., 2015, and Gerstenberg & Tenenbaum, Chapter 27 in this volume), which seems closely related to the legal notion of operative cause. A hint of how this might be achieved can be seen by how the structural model handles difficult pre-emption cases such as the shoot-out example. The problem is that a but-for test rules out both pre-empted and non pre-empted causes—for example, neither Jesse nor Hank are but-for causes of Tuco’s death. To deal with this, the structural approach introduces additional variables into the causal model, effectively capturing the notion of an active causal pathway from one cause that pre-empts other potential causes. For example, in the case of Tuco’s death, a fine-grained causal model represents the separate damage caused by Jesse’s and Hank’s gunshots, and the fact that the damage caused by Jesse’s bullet is overridden by the damage caused by Hank’s bullet (see Figure 29.1). There is an active causal path (operating cause) from Hank’s gunshot to Tuco’s death that pre-empted (breaks the chain of causation) from Jesse’s shot to Tuco’s death.

The extent to which structural accounts (or difference-making approaches more generally) can adequately model such cases is still an open question. Crucial here is whether such approaches can do full justice to our intuitive sense that there is a process connecting cause and effect.

Another key set of questions, yet to be fully incorporated into a structural model approach, is the role of mental states such as intentions and foreseeability. Chockler and Halpern (2004) extend the account to include an agent’s uncertainty about the outcomes of their actions (formalizing this in terms of a notion of blame), but there is not yet an extension that takes intentionality into account. Modeling an agent’s internal mental states, including their beliefs and intentions, should prove a fruitful avenue for further investigation.

Psychological Research

We have outlined the notion of causation as applied in the law, and argued that despite various problems and complexities, a coherent picture emerges with causal judgments often assessable in terms of

Figure 29.1 Causal diagram of the shoot-out. Nodes correspond to binary variables, and arrows represent direct causal relations. The arrow with the minus sign represents a preventive relation from bullets in head (from Hank’s shot) to the excessive bleeding from stomach. Green variables are those that are true, red variables are false.
counterfactual analyses. We have also seen that a common claim is that the notion of causation in law corresponds to our everyday notion of causation. However, legal theorists usually support this claim only on the basis of intuitions, rather than empirical research. Does it still hold up when we look to empirical studies of causal reasoning in legal contexts?

In the following sections we provide a selective but, we hope, representative look at the psychological research. We believe that this research supports the claimed similarity between legal and psychological conceptions of causation—and also suggests that both legal conceptions and everyday notions of causation serve similar overarching functions and draw on similar abstract conceptions. The details still need to be worked out, but we hold that convergence is not just a claim but also a goal—we should aim for a conception of causation that fits both our everyday understanding and its usage in law (cf. Moore, 2009).

Legal Inquiry

Legal inquiry can be divided into three distinct but interrelated phases:

1. Explanatory: What happened?
2. Evidential: What is the evidential support/proof?
3. Attributive: Who or what is responsible?

All three phases are geared toward the common aim of identifying whether a crime or transgression occurred, apprehending the perpetrators and building an evidential case against them, and deciding guilt or liability on the basis of the evidence. Causal reasoning is involved in all three phases—constructing a causal story or explanation of what happened, using evidence to support this story, and attributing responsibility based on a causal understanding of how and why the guilty parties did what they did.

Given its overarching goals of maintaining justice, legal inquiry has several distinctive features that separate it from a typical scientific inquiry. To start with, the law is concerned with transgressions—disruptions to the normal course of events that violate societal rules and demand correction or punishment. This concern sets the framework for inquiry, and also determines the nature and level of explanation that is sought—predominantly causal explanations about human actions, intentions, beliefs, and desires—explanations that can justify assigning responsibility and blame. The law seeks to identify, punish, and prevent legal violations, and its conception and uses of causal reasoning is geared directly to these aims. This marks a substantial difference from the goals of scientific inquiry, but perhaps not to our everyday concerns and inquiries. Indeed, legal and investigative reasoning seems to provide a more apt metaphor for everyday social reasoning (Fincham & Jaspers, 1980; Tetlock et al., 2007) than the scientific one; for example, Fincham’s metaphor of people as “intuitive lawyers” (see Alicke et al., 2016, for discussion of various metaphors in causal attribution research). This holds both with respect to the practical role of causal concepts, and the close interrelation between judgments of causality and responsibility.

Explanatory and Evidential Reasoning

A primary goal for legal inquiry is to figure out what happened: Was a crime committed, who was the perpetrator, and why did they do it? To achieve this goal, the fact-finders (judge or jury) must use the evidence presented to them about the specific case, in tandem with their general common-sense knowledge about how the world works, especially their knowledge and assumptions about human behavior. An equally important goal is for the fact-finders to assess how well the evidence and arguments given by the prosecution and defense teams support their respective claims. For example, is there sufficient evidence to uphold a charge of murder, so that you are sure (beyond reasonable doubt)?

Thus the fact-finder has two interlocking tasks—to figure out the best version of what happened, often choosing between competing stories offered by prosecution and defense, and to assess how well the evidence supports either story. Both are required before the fact-finder can decide on guilt. In serious cases, where a case is tried by a jury, the ultimate fact-finders are ordinary members of the public, typically untrained in law or evidential reasoning. They are explicitly asked to use their common-sense understanding of the physical and social world, along with the evidence, to make their decisions. Most psychological research has focused on laypeople (or students) as their subjects of study—how does a layperson reach a decision based on the evidence and arguments presented in court? The dominant answer to this question is given by the story model of juror decision-making (Pennington & Hastie, 1986, 1988, 1992).
THE STORY MODEL

According to the story model, jurors construct narratives to organize and interpret the mass of evidence presented in court. These stories draw on causal knowledge and assumptions, including scripts about how people typically think and behave. This knowledge is combined with case-specific information to construct causal "situation" models of what happened, typically based around human agency and social interactions. Jurors select the best story—one that explains the evidence, fits with their ideas about stereotypical stories, and satisfies various criteria such as coherence, plausibility, and completeness. This story is then matched against the possible verdict categories to yield the juror’s pre-deliberation decision.

STORY STRUCTURES

One of the key claims of the story model is that people develop rich narrative-based explanations of the evidence. This goes beyond simple evidence-integration accounts (e.g., Hogarth & Einhorn, 1992) in which people compute a weighted sum of the evidence for or against the crime hypothesis. Instead, jurors are assumed to construct a story that makes sense of the evidence and supports a verdict in a more holistic fashion. These narrative structures are usually based around the actions of human protagonists, and are generated from abstract templates known as episode schemas. These schemas represent event sequences that occur in real-world contexts as well as fictional stories, and can be used iteratively to produce complex actions and narratives (Bennett & Feldman, 1981; Schank & Abelson, 1977). An archetypal episode schema is depicted in Figure 29.2.

This episode schema is centered on the thoughts and actions of a human protagonist. At the top level are a set of initiating events and background physical states; these events cause specific psychological states in the protagonist (e.g., particular beliefs, desires, and emotions), and lead him or her to formulate goals and intentions, which, in turn, motivate subsequent actions; these actions, in combination with other physical states, generate consequences. This schema can be embedded in a larger episode, and a story structure is often constructed from multiple embedded episodes. We will give a concrete illustration of the schema in the following (see Figure 29.3).

Pennington and Hastie used a variety of materials and methods to test the story model (Pennington & Hastie, 1986, 1988, 1992). These included simulated videos of real trials, interviews, and think-aloud protocols for eliciting people’s mental representations and reasoning processes. To give a flavor for these studies, and some of their key findings, let us illustrate with the study in Pennington and Hastie (1986).

Participants were sampled from a jury pool and watched a three-hour video of a simulated criminal trial, based on a real American case: Commonwealth of Massachusetts v. Johnson. The defendant, Frank Johnson, was charged with killing Alan Cardwell with “deliberate premeditation and malice forethought.” In the trial, both prosecution and defense accepted that Johnson and Cardwell had argued in their local bar on the day of the incident, and that Cardwell had threatened Johnson with a razor. Later that evening, Johnson returned to the bar. He went outside with Cardwell, and they fought, leading to Johnson stabbing Cardwell with a fishing knife. Cardwell died from the wound. The key facts under dispute included the following: whether or not Johnson intentionally returned home to get his knife; whether Johnson returned to the bar specifically to find Cardwell; whether Cardwell drew out his razor during the fight; and whether Johnson actively stabbed Cardwell or held out his knife in self-defense.

After viewing the trial, participants had to decide between four possible verdicts: not guilty, manslaughter, second-degree murder, first-degree murder (these categories were explained in the judge’s instructions at the end of the trial). Crucially, participants were asked to think aloud as they considered the case and made their individual decisions. These think-aloud protocols were transcribed and analyzed in terms of content (e.g., story comments versus verdict comments). Story content was
encoded into graphs both at the individual level and at a group level classified by verdict.\footnote{17}

Three key empirical findings emerged from these analyses: that people used story structures seeped in causal claims (indeed, 85\% of events described in their protocols were causally linked); that people drew numerous inferences beyond the given evidence (only 55\% of protocols referred to events in actual testimony; 45\% referred to inferred events such as mental states, goals, and actions); that people constructed different stories from the same evidence, and these differences were reflected by correspondingly different verdicts.\footnote{18} For example, participants who gave a “first-degree murder” verdict tended to provide a story that elaborated on the events prior to the stabbing, emphasizing Johnson’s anger or humiliation, and his intention to confront and kill Cardwell (see Figure 29.3). In contrast, those who gave a “not guilty” verdict focused on the altercation itself, spelling out details of how Johnson acted in self-defense. In this story the stabbing was portrayed as a consequence (of Cardwell’s behavior) rather than a goal-directed action initiated by Johnson.

Overall, the story model has garnered strong empirical support, and is widely accepted by legal theorists. It encapsulates the core claim that people use causal explanations to draw inferences from evidence. It also highlights the constructive nature of people’s explanations, using their causal knowledge to fill in gaps in the evidence and tell a compelling story. The power of a story to summarize and rationalize a mixed body of evidence is also a potential weakness—the most compelling story is not always the one most likely to be true. Nevertheless, there is strong experimental evidence that people use story structures to organize their evidence and make decisions.

**EXTENDING THE STORY MODEL**

The story model marks a huge advance in our understanding of juror decision-making. However, several issues remain unresolved. One problem is that the notion of a causal situation model, so central to the account, is not explicitly formalized or defined; this makes it harder to elicit and test people’s causal models, or to compare their causal reasoning against normative standards. What makes one situation model better than another? Given that the fact-finder believes a specific causal model, what inferences are licensed? Pennington and Hastie propose several criteria for evaluating stories—such as coherence, plausibility, and completeness—but these notions also lack formal definition and it is unclear how they might trade off against each other.\footnote{19} Without a formal framework for causal representation and inference, it is difficult to explain how people construct models based on background knowledge, and unclear how these causal models relate to counterfactual analyses and judgments of factual and legal causation.

We believe that the causal model framework (Pearl, 2000), suitably developed, can address some of these concerns. The framework provides a formal
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**Figure 29.3 Central story structure for first-degree murder verdict.** Adapted from Pennington & Hastie (1986).
theory of causal representation, learning, and inference, and has been successfully used in numerous areas of causal cognition (Sloman, 2009; see, in this volume, Griffiths, Chapter 7; Oaksford & Chater, Chapter 19; Rehder, Chapter 20). Even though people’s actual causal representations and inferences can depart from the formal theory (Sloman & Lagnado, 2015), the causal framework provides a crucial guide to modeling causal cognition. It also suggests how an account of everyday and legal causation can be developed, allowing for appropriate counterfactual reasoning and judgments of causal responsibility (Lagnado et al., 2013).

For instance, the story structures for the Johnson murder case are readily transformed into formal causal networks. We have translated the “first-degree murder” story structure into a formal causal graph (see Figure 29.4). The nodes correspond to events (or propositions), the directed links to causal relations between these events. We have not specified the exact functional relations between events, but it is relatively straightforward to use the formal apparatus to capture the intended combination functions. For example, in this network, Johnson stabbing Cardwell depends on three causes: Johnson is with Cardwell, Johnson is armed with a knife, and he intends to kill Cardwell. If we use an “AND” function, then this states that all three causes are needed for Johnson to stab Cardwell (which seems appropriate to capture this specific story structure).

Furthermore, the story model’s claim that people use abstract episode schemas to construct specific story structures anticipates recent computational work on how people use intuitive theories of a domain to generate appropriate causal models (Griffiths & Tenenbaum, 2009; also see Gerstenberg & Tenenbaum, Chapter 27 in this volume). Applied to the legal domain, the idea would be that people’s intuitive theories and knowledge (e.g., about criminal behavior and social interactions), combined with case-specific information, allow them to generate specific causal situation models. This is a promising avenue for future research, and would be facilitated by formalizing story structures in terms of causal networks.

MODELING EVIDENTIAL REASONING

Another underdeveloped area for the story model is the issue of evidence and proof. As well as constructing plausible stories, fact-finders must evaluate how well the evidence supports these stories and assess the strength, credibility, and reliability of the evidence (Schum, 1994). Although the story model supplies some criteria for story evaluation, it does not attempt to model how different items of evidence (e.g., witness testimony, forensic evidence, etc.) relate to different elements in a story, nor does it consider how one captures the credibility or reliability of this evidence. To address this question, Kuhn et al. (1994) proposed that fact-finders lie on a spectrum, from satisficers who maintain a single plausible story, to more adept reasoners who engage in “theory-evidence coordination,” assessing how well the evidence supports different hypotheses and stories, as well as the reliability of the evidence. But Kuhn gives no definite explication of this process, nor a normative benchmark for how it should be done.

What we need is a fine-grained analysis of how fact-finders represent and reason about the strength and reliability of the evidence, and how this affects their story evaluation. Just as when they reason about what actually happened, “the story of the crime,” fact-finders will draw on causal knowledge.
and assumptions, here directed to the “story of the trial,” where they must reason about people’s motivations and beliefs when they give testimony, and use these inferences to update their version of what happened. For example, when a witness gives evidence, the fact-finder must judge whether this testimony is accurate, mistaken, or intentionally deceptive (Schum, 1994). These inferences will modulate the fact-finder’s beliefs about what happened, sometimes in complex ways. Thus, when a defendant’s alibi is discredited, this can undermine his innocence in two ways—by making it more likely that he was at the crime scene and by showing that he is lying (Lagnado, 2011; Lagnado et al., 2013; Lagnado & Harvey, 2008). Similarly, when a victim is shown to be inconsistent in her testimony, even when it concerns a matter peripheral to the crime in question, this can undermine the victim’s credibility and thus have the knock-on effect of undermining her testimony about the actual crime (Connor De Sai, Reimers, & Lagnado, 2016). In short, fact-finders draw inferences from the credibility or reliability of the evidence, and these inferences permeate through the fact-finder’s network of beliefs about the crime as well. The “story of the crime” and the “story of the trial” are closely intertwined.

Here again, we believe that a careful formal analysis of the relations between hypotheses, evidence, and reliability is crucial to understand how fact-finders actually reason. Again, this is not to claim that fact-finders follow the normative theory; but without a framework to capture reasonable inference, we cannot uncover or appraise how people actually do it. Moreover, a normative framework can also suggest how the evidential reasoning of fact-finders might be improved. One possible approach, closely related to causal model theory, is the Bayesian network framework (Pearl, 1988; Taroni et al., 2006). Fenton et al. (2014) apply Bayesian network analysis to legal arguments, in a framework that allows for the systematic modeling of interrelations between hypotheses, evidence, and reliability. They argue that fact-finders can use legal idioms—small-scale causal building blocks tailored to the legal context. These idioms can be combined and reused to represent and reason about large-scale legal cases involving complex and interrelated bodies of evidence. Some recent empirical studies suggest that people follow the qualitative prescripts of this formal account (Lagnado, 2011; Lagnado et al., 2013), even though it is unlikely that they engage in full-fledged Bayesian computations.

To show how the idiom-based approach can be applied, let us return to the Cardwell murder case. One critical issue was whether or not Cardwell pulled out a razor shortly before Johnson stabbed him. Johnson’s plea of self-defense would be bolstered if this was true, and mock jurors who found Johnson not guilty tended to include this as an element in their stories. But how do people decide this fact? In the trial they are presented with conflicting testimonies. On the one hand, Johnson claims that Cardwell pulled out the razor, and this is reaffirmed by another eyewitness Clemens (who is a friend of Johnson’s!). On the other hand, a policeman and the bar owner both testify that they did not see Cardwell holding a razor. In addition, the reliability of all witnesses is open to question. Johnson has a clear motivation to lie, as does his friend Clemens. And both the policeman and bar owner admit under cross-examination that their views of Cardwell’s right hand were partially obscured, so he might have been holding a razor. To complicate matters further, the pathologist who examined Cardwell’s body reports that he found a razor in his back pocket. This seems unlikely if Cardwell had indeed pulled out the razor. Could he have put it back into his pocket while dying from a stab wound? If not, might someone else have replaced it? Somehow fact-finders must negotiate these competing claims, and decide how to incorporate the reliabilities of the various witnesses. This requires going beyond story construction.

The idiom-based approach provides a Bayesian network framework to capture the complex interrelations between hypotheses, witness testimony, and reliability. In particular, it posits an “evidence-reliability” idiom that explicitly captures how a witness’s report is modulated by his reliability, for example, whether the witness is mistaken or intentionally biased. We model the key testimonial evidence about the presence (or absence) of the razor using the Bayesian network shown in Figure 29.5. White nodes represent hypotheses (events that are unknown and need to be inferred), such as whether or not Cardwell pulled out the razor; whether or not the razor was found in his back pocket; whether the policeman is accurate in his testimony, and so on. Gray nodes represent the testimony reports that are heard in court. The key idea is that given the evidence (e.g., the witness reports), the network allows us to revise our beliefs in the unknown hypotheses using Bayesian updating. A fuller model could include evidence about the reliability of the witnesses (e.g., information obtained under
cross-examination), and connect up with networks that model other components of the evidence (see Fenton et al., 2014, for details).

The idiom-based approach represents a formal development of ideas from Schum (1994) and Wigmore (1913), capturing the interrelations between hypotheses and evidence in a systematic and probabilistically coherent fashion (see also Dawid & Evett, 1997; Fenton & Neil, 2012; Hepler, Dawid, & Leucari, 2007). The extent to which people actually produce such representations (and computations) is still an open question. While there is some evidence that people’s judgments can be captured by network models at a qualitative level (i.e., participants’ posterior judgments correlate with the outputs of Bayesian networks constructed from their causal beliefs, priors, and conditional probability judgments; see Connor De Sai, Reimers, & Lagnado, 2016) it seems unlikely that they perform exact Bayesian computations (given the computational demands with multiple interrelated variables).

**COHERENCE-BASED REASONING**

As noted earlier, although the story model captures many aspects of juror decision-making, it does not provide a formal or computational framework to underpin people’s representations or inferential processes. Coherence-based approaches to reasoning and decision-making (Simon & Holyoak, 2002; Simon, Snow, & Read, 2004; Thagard, 2000) aim to provide such a framework, and give a more general account of the kind of complex decision-making faced in legal contexts. Such models were inspired by earlier cognitive consistency theories (Heider, 1958) and were revitalized by advances in connectionism (McClelland & Rumelhart, 1986). The key idea is that people strive for coherent representations of the world, and the decision-making process is driven by the search for a maximally coherent final state, one that best satisfies the multiple constraints faced by the decision-maker. This approach appears well suited to the legal domain, where decision-makers are faced with complex bodies of probabilistic evidence, often ambiguous or contradictory, and need to reach categorical verdicts.

On this view, people represent evidential and decision variables in terms of units in an associative network. These units are connected with excitatory or inhibitory links, depending on whether they are mutually consistent or inconsistent. Units have an initial level of activation that depends on their prior degree of acceptability, with the receipt of new evidence boosting the activation of the corresponding
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**Figure 29.5** Idiom-based Bayesian network for witness testimonies about whether or not Cardwell pulled out a razor in the fight. Gray nodes represent testimonies presented in court, white nodes represent hypotheses.
units in the network. Inference or belief updating then involves the spread of activation through the network. Through an iterative process of parallel constraint satisfaction, the network settles into a state that maximizes coherence between units, with the final decision being determined by the units activating above some threshold (for details, see Thagard, 2000).

A key feature of this interactive process is that it can lead to bi-directional reasoning—whereby evidence is distorted to fit with emerging decisions and judgments. The decision maker continually reevaluates his assessment of hypotheses and evidence until a coherent position emerges, leading to high confidence in a final decision even in the face of initial ambiguity and uncertainty. Advocates of coherence-based approaches maintain that this bi-directional reasoning distinguishes it from Bayesian accounts, arguing that the latter only allow for unidirectional reasoning from evidence to conclusions.24

Thagard (2000) applies coherence-based modeling to legal cases, but does not test these empirically. Subsequent work (e.g., Simon & Holyoak, 2002; Simon et al., 2004; Glockner & Engel, 2013) aims to model actual legal reasoning using coherence models. We will illustrate their approach with one key study.

Simon et al. (2004) use a legal decision-making task to show that people engage in bi-directional reasoning and evidence distortion. They use a two-stage paradigm. In the first stage, participants make judgments about a set of social vignettes, including evaluations of various kinds of evidence. For example, in one scenario a mystery man leaves flowers for a woman in an office, and her colleague states that she recognized the man as Dale Brown—whom she has only seen a couple of times before. Participants answer various questions, including one about the value of this identification evidence: “Does the office worker’s identification make it more likely that it was Dale Brown who delivered the flowers?” After this initial task, participants complete a distractor task in which they solve analogies. They then move on to stage two of the experiment.

Their main task is to decide a legal case, which involves an employee Jason Wells, who is accused of stealing a large sum of money from the company safe. They are presented with a mixed body of evidence, with various pieces for and against the suspect—for example, a technician claimed to see Jason rushing from the crime scene, a car like Jason’s was caught on camera leaving the parking lot around the time of the crime, and Jason had made several large payments shortly after the crime; however, in his defense, another witness claimed to see Jason far away from the crime scene at that time, and Jason claimed his payments were legitimate family transactions. The key evidential manipulation is whether or not participants are told that Jason’s DNA was found on the safe. Unsurprisingly, those told that DNA on the safe matched Jason’s DNA tended to convict, and those told it did not match tended to acquit. However, participants also assessed the other pieces of evidence in the case. Crucially, they were asked to evaluate the same kind of evidence claims as had been requested in the prior social vignettes, for example, the value of an eyewitness identification. The major finding was that people distorted the value of evidence to fit with their verdicts. Thus, convictors tended to inflate the value of the eyewitness testimony, whereas acquittors tended to deflate it.

Simon et al. take these findings to show that people distort evidence to cohere with their decisions. And further experiments suggest this distortion takes place during the decision-making process, rather than being a post hoc attempt to maintain consistency with their decision. They also contend that bi-directional reasoning does not fit with Bayesian prescripts, and thus undermines a Bayesian updating model. In particular, they argue that the evaluation of one piece of evidence (e.g., the eyewitness identification) should be treated independently from the DNA evidence, but that people violate this prescription.

While these findings appear to support coherence-based effects, we think they can also be explained within a Bayesian framework, if it is extended to include a richer representation of the evidence and its reliability. Applying the idiom-based approach to the Jason Wells case, a Bayesian network that captures the reliability of the eyewitness using a reliability node (see Figure 29.6) can account for the observed change in evidence evaluation. On this network, the presence of a DNA match raises the probability that Jason Wells is...

24 Thagard (2000) applies coherence-based modeling to legal cases, but does not test these empirically. Subsequent work (e.g., Simon & Holyoak, 2002; Simon et al., 2004; Glockner & Engel, 2013) aims to model actual legal reasoning using coherence models. We will illustrate their approach with one key study.

Simon et al. (2004) use a legal decision-making task to show that people engage in bi-directional reasoning and evidence distortion. They use a two-stage paradigm. In the first stage, participants make judgments about a set of social vignettes, including evaluations of various kinds of evidence. For example, in one scenario a mystery man leaves flowers for a woman in an office, and her colleague states that she recognized the man as Dale Brown—whom she has only seen a couple of times before. Participants answer various questions, including one about the value of this identification evidence: “Does the office worker’s identification make it more likely that it was Dale Brown who delivered the flowers?” After this initial task, participants complete a distractor task in which they solve analogies. They then move on to stage two of the experiment.

Their main task is to decide a legal case, which involves an employee Jason Wells, who is accused of stealing a large sum of money from the company safe. They are presented with a mixed body of evidence, with various pieces for and against the suspect—for example, a technician claimed to see Jason rushing from the crime scene, a car like Jason’s was caught on camera leaving the parking lot around the time of the crime, and Jason had made several large payments shortly after the crime; however, in his defense, another witness claimed to see Jason far away from the crime scene at that time, and Jason claimed his payments were legitimate family transactions. The key evidential manipulation is whether or not participants are told that Jason’s DNA was found on the safe. Unsurprisingly, those told that DNA on the safe matched Jason’s DNA tended to convict, and those told it did not match tended to acquit. However, participants also assessed the other pieces of evidence in the case. Crucially, they were asked to evaluate the same kind of evidence claims as had been requested in the prior social vignettes, for example, the value of an eyewitness identification. The major finding was that people distorted the value of evidence to fit with their verdicts. Thus, convictors tended to inflate the value of the eyewitness testimony, whereas acquittors tended to deflate it.

Simon et al. take these findings to show that people distort evidence to cohere with their decisions. And further experiments suggest this distortion takes place during the decision-making process, rather than being a post hoc attempt to maintain consistency with their decision. They also contend that bi-directional reasoning does not fit with Bayesian prescripts, and thus undermines a Bayesian updating model. In particular, they argue that the evaluation of one piece of evidence (e.g., the eyewitness identification) should be treated independently from the DNA evidence, but that people violate this prescription.

While these findings appear to support coherence-based effects, we think they can also be explained within a Bayesian framework, if it is extended to include a richer representation of the evidence and its reliability. Applying the idiom-based approach to the Jason Wells case, a Bayesian network that captures the reliability of the eyewitness using a reliability node (see Figure 29.6) can account for the observed change in evidence evaluation. On this network, the presence of a DNA match raises the probability that Jason Wells is...
guilty, which also (via explaining away) raises the probability that the eyewitness is reliable. In contrast, the same network shows that if the DNA evidence is false, this lowers the probability that Jason Wells is guilty, and in turn (via explaining away) lowers the probability that the eyewitness is reliable. (For more details about explaining away, and the evidence-reliability idiom, see Fenton et al., 2013; Lagnado et al., 2013). Therefore it is perfectly legitimate for participants to modulate their judgments about the reliability of the eyewitness identification according to whether the DNA evidence is positive or negative.

Thus, in this case, bi-directional reasoning need not violate Bayesian updating, given a suitably rich representation of evidence and reliability (see also Jern et al., 2015, for a similar argument about a different legal case used in Simon & Holyoak, 2002). This does not mean that people’s reasoning can always be recast in rational terms—especially given the computational demands of even simple Bayesian networks. However, it is useful to see that alleged irrational reasoning is rational relative to a richer representational framework. The exact psychological mechanisms that achieve this are still an open question. Moreover, there are other aspects of human reasoning—such as susceptibility to order effects—where Bayesian prescripts do seem to be violated (Lagnado & Harvey, 2008). But even here, one might argue for heuristic approximations to Bayesian reasoning, rather than throwing out the Bayesian framework altogether (Griffiths, Lieder, & Goodman, 2015).

Another problem with the coherence-based approach is that the cognitive representations that it posits are based solely on associative links. But this lack of directionality means that they cannot fully support causal or counterfactual reasoning (Sloman, 2009; Sloman & Lagnado, 2015; Waldmann et al., 2006). For example, recall the Cardwell murder case from Pennington and Hastie’s studies. The critical first-degree murder story claims that Johnson was humiliated by Cardwell, and therefore formulated a plan to kill him. Johnson returned to the bar, and stabbed Cardwell. This is a causal sequence of events, not just an associated set of events. Johnson’s plan for revenge is not merely associated with his intimidation by Cardwell, and his stabbing of Cardwell. His plan for revenge is a consequence of the intimidation and a cause of the stabbing. Capturing this with a causal representation enables counterfactual inference. If someone had stopped Johnson from returning to the bar they might have prevented the stabbing, but they would not have prevented the earlier intimidation. As we argue throughout this chapter, causal representations are critical to legal and moral reasoning. Mere association is not enough.

**Attributing Causality**

Let us move from the explanatory and evidential phases to the attributive phase. There has been a wealth of empirical research into causal attribution (for reviews, see Alicke et al., 2016; Hilton, Chapter 32 in this volume). We will focus on four key areas: (1) issues of but-for, necessity, and sufficiency; (2) intention and foresight; (3) abnormality versus normality; and (4) group attributions.

**But-For, Necessity, and Sufficiency**

Despite its problems, the but-for test occupies a central position in legal causation. It also plays a dominant role in everyday judgments of causation. Numerous studies show that people’s causal judgments are sensitive to counterfactual contrasts, and that people are more likely to judge something as a cause of an outcome when they believe that the outcome would not have occurred without the putative cause (Hilton, Chapter 32 in this volume). Moreover, in a set of studies looking specifically at legal reasoning in civil liability cases, Hastie (1999) showed that the majority of mock jurors were concerned with causal aspects such as necessity, sufficiency, and but-for reasoning (even though the judge made no explicit mention of causation).

The but-for also allows for omissions as causes. This is illustrated by the Bolitho case, where the doctor’s failure to attend the child, although a breach of duty of care, was not judged to have caused the child’s death because even had she attended she would not have intubated, and thus the child would still have died. Even in a complex case like this, people use but-for reasoning and track the legal judgment. Uustalu (2013) asked participants to give causal judgments on the Bolitho case, but varied the counterfactual contrast—whether or not the doctor would have intubated. Participants (recruited from the general public) judged the doctor significantly more causal (and blameworthy) if they were told that she would have intubated. Moreover, in the absence of any information about what the doctor would have done, participants assumed that she would have intubated, and thus judged her to have caused the death.
Despite the presence of but-for reasoning in many studies, it has also been shown that it is neither necessary nor sufficient for judgments of causation. As with legal judgments, there are contexts in which people still judge something as a cause despite it not being a but-for condition, or fail to judge something a cause even though it is a but-for condition. Thus, Spellman and Kincannon (2001) compared people’s causal judgments in legal scenarios with either multiple sufficient (MS) or multiple necessary (MN) causes. For example, two independent gunmen shoot the victim at the same time, and he dies. In the MS condition the coroner rules that either shot would have been sufficient to kill the victim, in the MN condition he rules that both shots were needed. The MS condition is a classic overdetermination case, and the but-for fails for both gunshots. Nevertheless, people judged both gunshots as causes of the victim’s death. More surprisingly, when asked to rate the strengths of the causes, people rated each gunshot higher in the MS than MN condition, even though the gunshots are but-for causes in the latter and not the former. Similar results were obtained using a scenario in which two inanimate factors, lightning or fierce winds blowing down an electrical pole, led to fires that burned down a building. In the MS condition participants were told that either fire alone was sufficient to burn down the entire building, in the MN condition that each fire alone would only have burned down half the building. Spellman and Kincannon concluded that people do not use but-for reasoning to assign causality in these cases. One possible confound here is that the strength of the causes seem different between the two conditions. Thus, the causes in the MS conditions appear stronger, because either alone would have been sufficient to bring about the effect, in contrast to the MN conditions, where neither would have been sufficient. Thus it is possible that the difference in causal ratings reflect differences in the perceived causal strengths of the causes, rather than being due to the contrast between sufficiency or necessity. Nevertheless, the studies clearly show that people assign causality even when the standard but-for test does not apply.

Gerstenberg and colleagues (Gerstenberg & Lagnado, 2010; Lagnado et al., 2013; Zultan et al., 2012) also compared MS and MN causes (sometimes in the same scenario), but in contexts where the causal agents were identical across conditions, and with the combination rule (MN or MS) pre-established by the rules of the game. They too found causal assignments even to non-necessary causes, but they also showed that MN were judged more causal than MS, in line with the Chockler and Halpern model that allows for graded causal responsibility based on an extended but-for rule (for more details, see discussion later in this chapter).

Another challenge to but-for reasoning arises in situations where there are sequences of actions and events, as in the pre-emption cases discussed earlier. Greene and Darley (1998) studied people’s liability judgments in criminal scenarios involving a chain of events between a perpetrator’s actions and a final outcome. All scenarios started with the same core setup: Harold intends to kill his colleague Joe and inserts a poisonous pill in his vitamin bottle. Numerous variants were constructed by adding different sequences of actions and events to this initial segment. This allowed the experimenters to vary both the necessity and sufficiency of the perpetrator’s actions for the final outcome. For example, in one scenario Joe dies from ingesting the poisonous pill, and thus Harold’s action is both a necessary and sufficient cause of his death. In some other scenarios, Joe ingests the poison but is killed by someone/something else before the poison works, thus Harold’s action is not a necessary condition of Joe’s death; whereas in other scenarios, the poison alone is not strong enough, so Harold’s action is not sufficient (and needs to combine with other drugs to kill him). Participants judged Harold’s liability for the final outcome, measured in terms of sentence imposed, as well as explicitly asking participants to judge the necessity, sufficiency, and contribution of Harold’s action. Overall, Harold’s perceived contribution to the outcome was the best predictor of the liability judgments, but perceived necessity and sufficiency were also good predictors. Greene and Darley draw several conclusions from this research: that people favor a graded notion of causation (contribution) rather than a dichotomous yes/no, and that sufficiency, not just necessity, plays a role in liability judgments. This is nicely illustrated by the fact that people assign greater liability for attempted murder when Harold’s actions would have been sufficient to kill Joe (e.g., the level of poison was high enough) than when it was insufficient (e.g., the level was too low). They also found a “proximity effect,” such that the closer the perpetrator’s actions were to bringing about the harm, the more liable he is judged. Finally, they conclude that “while the theory of causation our respondents seem to use is not easy to specify, it has components of sturdy rationality” (Greene & Darley, 1998, p. 467). Building on this
conclusion, future work could investigate whether Greene and Darley’s pattern of results can be captured by recent extensions of the counterfactual models (e.g., Gerstenberg et al., 2015) with graded causal responsibility and incorporating notions of sufficiency and robustness. It should be noted that Greene and Darley took liability, not causal judgments, but the research discussed in the next section suggests a close link between these two kinds of judgment in lay attributions.

Some of Greene and Darley’s scenarios involved pre-emption cases, in which an intervening action or event breaks the chain of causation from the perpetrator’s actions and the final outcome. Such situations, as we discussed earlier, can raise interesting issues because the initial action sets in motion a sequence of events, and then the intervening action of a third party (or inanimate process) interrupts this sequence to determine the final outcome. So the initiating action might still be a necessary condition for the final outcome, even though it is not typically judged as the cause. Complications can arise when the initiator and intervening party are connected in some way—for example, as part of a gang attacking a victim. At one extreme, in UK law if the initiator could have reasonably foreseen the actions of the third party, then he too can be convicted of murder, along with the intervening actor who deals the fatal blow. At the other extreme, the intervening actor is judged to break the chain of causation and create a novel causal path, thus vindicating the initiator of murder. Assessing cases as to which action path is “operative” can be a tough judgment call.

These kinds of scenarios have been explored in psychological studies, and people’s judgments do seem to fit with some notion of “operative” cause whereby a suitably independent intervening party does alleviate the initiator of causing death (Mandel, 2011), although no studies (to our knowledge) have looked at borderline cases where the foresight of the initiator (as to what the intervening party might do) is varied. However, various studies have explored the more general issue of how people’s judgments of a perpetrator are influenced by his foresight of the harmful consequences of his actions.

INTENTIONS AND FORESIGHT

In legal contexts the mental elements of a crime, such as intention or foresight, are incorporated in judgments of causation. Empirical studies show that this also holds in laypeople’s causal attributions (Alicke et al., 2016; Cushman, 2008; Hilton et al., 2010; Lagnado & Channon, 2008). Thus, Lagnado and Channon (2008) explored how people attribute causality and blame in event chains with multiple agents, varying the agents’ intentions and foresight. For example, in one scenario, a wife put poison in her husband’s medication (either intentionally or accidentally), and then the ambulance was severely delayed (either it got lost or ignored the call), resulting in the husband’s death. In more complex scenarios, the foreseeability of the adverse outcome was also manipulated, both in terms of what the agent actually foresaw and what was foreseeable (probable) from an objective viewpoint. For example, a woman makes a self-assembly chair, and she either thinks that it will not break or that it will (subjective foreseeability). The truth state of the world is also varied: the chair is either made properly and is unlikely to break, or made poorly and likely to break (objective foreseeability). These two factors were crossed in a factorial design.

The findings from these studies were systematic across many different scenarios. People assigned more causality and blame to intentional versus unintentional actions, and for outcomes that were foreseeable versus unforeseeable (this applied to both subjective and objective foreseeability). The blame ratings are relatively straightforward to interpret, because most accounts of blame (Shaver, 1985) agree that agents are more blameworthy for intentional and foreseeable consequences of their actions. The causal ratings are harder to explain, even though they seem to fit with the legal notion of causation. According to a counterfactual notion of causation they are puzzling, because the target action, whether intentional or unintentional, is still a but-for condition of the outcome.

Several explanations of these findings are possible. A common response is that in situations where human actions lead to adverse outcomes, people are primarily concerned with attributing blame, even when they are ostensibly judging cause. This mirrors the influence of policy factors on causation judgments in legal contexts. This response can divide into distinct psychological accounts (not mutually exclusive). On one view, people’s desire to blame someone for an adverse outcome distorts their causal model, exaggerating the degree of causation in the morally reprehensible cases, where the action is intentional and the outcome foreseeable (cf. Alicke, 2000). On an alternative view, people’s causal models of the situation (legitimately) incorporate factors that mediate blame, although these factors are not specific just to morality or blame. For example, as well as judging the necessity of a
causal relation, people might also be concerned with the robustness of the causal relation. Roughly speaking, a causal relation is robust when it would have held even if there had been perturbations to the background conditions, whereas it is sensitive if it relies on a fragile and improbable set of background conditions (cf. Kominsky et al., 2015; Lombrozo, 2010; Woodward, 2006). Thus intentional actions are typically judged more robust than unintentional ones. For example, the wife poisoning her husband is less sensitive to background conditions than her unintentionally doing the same thing; the latter depends on the wife not having her glasses on, misreading the label, not checking the drink, and so on; similarly for foreseeability, which will usually be inversely related to the predictability of the background conditions.

These empirical findings present a challenge for psychological models that rely purely on counterfactual analyses. However, more recent advances are starting to address these issues. One thing that is needed is a more fine-grained modeling of agents’ mental states, to incorporate factors such as intentions and foresight (for formal approaches that include foreseeability, see Chockler & Halpern, 2004; for psychological approaches that include intentions, see Kleiman-Weiner, Gerstenberg, Levine & Tenenbaum, 2015; Sloman 2009).

NORMS
Another systematic finding in the psychological research is that norms play a role in people’s causal attributions. Thus, an action or event that violates a norm is often accorded greater causality, or is preferred as “the” cause, of a subsequent outcome (Hart & Honore, 1959/1985; see Hilton, Chapter 32 in this volume). Here norms are a broad category, including moral prescriptions, social rules or conventions, and statistical norms. One much discussed example is the pen vignette (Knobe & Fraser, 2008): A receptionist in an academic department keeps a stock of pens on her desk. Administrative assistants are allowed to take these pens, but academic staff are not (although they often do). One morning both a professor and an assistant each take a pen, leaving the receptionist with none. Participants are asked who caused the problem (the lack of pens). Overall they assign causality to the professor, not the assistant.

Hitchcock and Knobe (2010) argue that the professor is preferred as the cause because he has violated the prescriptive norm of who is allowed to take pens. They explain this in terms of a more general account of how people select singular causes. When judging causation, people consider what actions (or events) made the difference to the outcome in question; and this involves counterfactual reasoning about what would have happened if certain things had been different. Moreover, this reasoning is slanted toward considering typical rather than atypical possible worlds (Kahneman & Miller, 1986), which means that people will focus on abnormal actions rather than normal ones as the relevant difference-makers. For example, in the pen vignette, the professor is rated as more causal than the assistant because the possible world in which he does not take a pen (the norm-conforming world) is considered more relevant than the world in which the assistant does not take the pen.

Hitchcock and Knobe see this selective preference for abnormal events as an effective strategy for future intervention or prevention (cf. Hitchcock, 2012; Lombrozo, 2010). For instance, it is relatively straightforward to address the pen problem by enforcing more stringent measures on the professor. This account links with typical situations encountered in legal cases, where something has gone wrong (a transgression of the normal course of events) and one seeks to assign causality in order to readdress the balance. However, it is unclear whether this means that the notion of abnormality should be built into a definition of causal judgment (Halpern & Hitchcock, 2014), rather than being seen as part of the pragmatics of how we use these judgments.

The finding that norm-violating actions receive greater causal ratings is robust, but it admits of alternative explanations. Alicke (2000) argues that it is people’s desire to blame agents for adverse outcomes that drives this effect, with people distorting their causal claims in order to justify assigning blame. For example, the professor is clearly more blameworthy than the innocent assistant. However, on its own this account cannot explain situations where a positive rather than a negative outcome occurs, and norm-violation effects persist.

Another possible explanation is that the term “cause” is ambiguous in such scenarios, and that people see the causal question as a request to assign blame (or praise) to the responsible agents (cf. Hart & Honore, 1959/1985; Lagnado & Channon, 2008). For instance, it seems clear that the professor is most deserving of blame in the pen vignettes, and a similar analysis applies to other scenarios. In support of this claim, Samland and Waldmann (2015) replicate the standard causal preference for the
norm-violating agent, but show that on an indirect measure of causal strength, people do not differentiate between norm-violating or norm-conforming agents. For example, both professor and assistant are assigned the same causal strength ratings. Samland and Waldmann argue that in such scenarios, when people are asked to assign causality to agents, they tend to make judgments of accountability rather than causality. This accountability hypothesis resonates with the legal practice of including non-causal factors when judging “legal cause” as opposed to “factual cause.” It is too early to rule between these alternative explanations. Indeed, it is possible that each account has some validity depending on the circumstances, for example, whether the norms are moral or statistical, whether the outcomes are bad or good.

Most discussions of norms focus on the causality assigned to the norm violator. But the norms can also have a less direct influence on causal ratings. Thus, Kominsky et al. (2015) investigate situations in which two agents’ individual actions combine to bring about an outcome, but where one of the agent’s actions is marked out because it violates a norm. They illustrate the issue with a classic legal case (Carter v. Town, 1870) in which a child buys gunpowder from the defendant, the child’s mother and aunt hide it from the child, but in a place where they know he will find it. The child retrieves the gunpowder and suffers an injury. The court did not find against the defendant because his action was “superseded” by the negligent action of the mother and aunt. Effectively their negligent action (which constituted a norm violation) reduced the causality attributed to the defendant.

Kominsky et al. (2015) explore this notion of supersession in everyday causal reasoning problems, some involving moral norm violations (e.g., stealing something or breaking a rule), others involving statistical norm violations (e.g., throwing double six with a pair of dice). They show that when one agent breaks a norm, the causality attributed to the other agent is reduced. For example, when Sue buys one bookend, and her husband Bob completes the pair by stealing a matching bookend from a friend, Sue is rated as less of a cause (of the matching pair) than when Bob buys the bookend from his friend. Moreover, they also show that this “supersession” effect only occurs when both agents are necessary for the outcome, not when either agent is sufficient. Kominsky et al. explain these findings in terms of robustness: someone’s action (e.g., Sue buys the left-side bookend) is judged as less of a cause (of the matching pair), if it required that someone else acted atypically (e.g., Bob steals the matching bookend). Sue’s action is less robust because it relies on someone else breaking a norm. They link this to the counterfactual availability of norm-conforming versus norm-violating behavior. When one assesses the extent to which an agent caused an outcome, one takes into account how readily he would have achieved it under alternative possible worlds, and those worlds in which the other agent conforms with, rather than violates, a norm come more readily to mind (cf. Kahneman & Miller, 1986).

RESPONSIBILITY ATTRIBUTIONS IN GROUPS

A common finding is that a person’s individual responsibility is reduced when several people contributed to the outcome (Alicke, 2000; Kerr, 1996). For example, individuals have a reduced sense of responsibility in situations where multiple people would be capable of helping another person who finds herself in an emergency (Darley & Latané, 1968; Latané, 1981).

A series of studies (Gerstenberg & Lagnado, 2010, 2012; Lagnado et al., 2013; Zultan et al., 2012) shows that attributions to individuals in a group context are sensitive to the causal structure that dictates how individual contributions combine to bring about the outcome. The authors developed a model of responsibility attribution, the criticality-pivotality model (CP model, hereafter), which predicts that people’s responsibility attributions are influenced by two key considerations: (1) criticality—how important a person’s contribution is expected to be for bringing about a positive group outcome (ex ante), and (2) pivotality—how close a person’s contribution was to actually having made a difference to the outcome (ex post).

Let us illustrate the different notions via a simple example. Consider a situation in which a two-person company is voting whether to market a product (cf. Stapleton’s voting example, discussed earlier). For the vote to pass, both members must vote in favor of the motion. In such a situation, each member’s action is critical for the outcome—the motion will not pass unless both vote in favor. Contrast this with a situation in which the motion is passed if at least one of the members votes in favor. Here, the criticality of each member’s action is reduced. Thus, we say that a member’s action is more critical when all of the members have to succeed than when the success of one of the members is sufficient for the outcome.
The CP model predicts that people’s responsibility judgments increase, the more critical a person’s action was perceived to be for the outcome.

The second component of the model is concerned with how close a person’s action was to having made a difference to the outcome. Consider a slightly more complicated situation in which five members vote, and a majority rule is used to determine of the motion passes (cf. Goldman, 1999). Three people vote in favor and two vote against the motion. In this situation, each of the three people who voted in favor was pivotal for the outcome. Had any of them changed his or her mind, the motion would have failed. Contrast this with a situation in which the outcome of the vote is four to one in favor of the motion. Here, none of the members who voted in favor was pivotal. If one of them had changed her mind, the group would still have passed. Expressed in the legal terminology that we have introduced earlier, none of the individual voter’s actions was a but-for cause of the outcome. However, intuitively each of the voters should still receive some responsibility for the outcome. Based on Halpern and Pearl’s (2005) model of actual causation discussed earlier, Chockler and Halpern (2004) proposed a structural model of responsibility that captures this intuition. Their model predicts that the further away a person’s action was from having made a difference to the outcome, the less responsible that person’s action will be viewed.

In the case where the vote is 3–2, each of the voter’s responsibility is high because his or her action was pivotal in the actual situation. In the case where it is 4–1, each of the voter’s responsibility is reduced because none of their individual actions made a difference to the outcome in the actual situation. The responsibility of a person’s action for an outcome is predicted to be equal to $1/(N+1)$, where $N$ is the minimal number of changes that are required to render the person’s action pivotal. Let’s consider how much responsibility Joe, who voted for the motion, is predicted to receive in a situation in which the outcome of the vote was 4–1 in favor. Joe’s vote didn’t make a difference in the actual situation. However, if we changed the vote of one of the other people who was in favor of the motion, then Joe’s vote would have made a difference. Since one change is required to make Joe pivotal, Joe’s responsibility is predicted to be equal to 1/2.

Lagnado et al. (2013) tested the CP model by manipulating both the criticality and pivotality of a person’s action in a variety of group situations (including group competitions and public goods games). They showed that people’s responsibility attributions were sensitive to both criticality and pivotality, and were well predicted by the CP model (see also Gerstenberg, Halpern, & Tenenbaum, 2015). A natural extension would be to apply this model directly to legal and moral contexts.

**Causal Simulation**

Our look at the psychological research on attribution has focused mainly on empirical findings rather than well-worked-out psychological theory. This is partly due to the lack of any comprehensive theory that explains how people reach their causal judgments. As noted in the section on explanatory and evidential reasoning, the story model presents an attractive approach to juror decision-making, especially if extended to include more rigorous notion of causal explanation and a framework for reasoning about evidence and its reliability. Another promising feature of the story model is the idea that people use their causal knowledge and situation models to simulate possible ways (narratives) in which people’s actions might have led to the crime in question.

The idea that people use mental simulations to make judgments of causality and probability was introduced by Kahneman and Tversky (1982). Although a fertile idea, and developed in various areas including legal decision-making (Feigenson, 1996; Heller, 2006), causal simulation has mainly been cast as a mental heuristic that avoids complex computation and can yield biased inferences. We endorse Kahneman and Tversky’s original insight that simulation is a crucial aspect of psychological thinking—especially in causal reasoning—but would argue that it is more sophisticated than a mere heuristic (although there might be heuristic ways of achieving it in complicated situations) and should be mapped onto a richer framework of causal representation and inference (cf. Gerstenberg, Goodman, Lagnado, & Tenenbaum, 2015; Goodman, Tenenbaum, & Gerstenberg, 2015).

In short, we should take mental simulation seriously as a complex feature of causal cognition, a capability that involves richly structured representations of the physical and social world, and engages inferential machinery that can often deliver sound inferences, both about actual and counterfactual eventualities. This thesis can be developed in various ways (Gerstenberg & Tenenbaum, Chapter 27 in this volume; Sloman & Lagnado, 2015), and is a promising area for future research.
Summary
We have seen that laypeople’s causal attributions accord well with legal judgments, and operate with a very similar notion of causation. This notion is more sophisticated than a simple but-for, but can often be captured by an extended counterfactual analysis. At the heart of everyday and legal reasoning is the reliance on causal models, and the focus on human agency and social interactions. Judgments of causation also take factors such as intentions and foresight into account, and thus overlap with issues of responsibility and blame. This could be taken as a departure from rational scientific inquiry, but could also be cast as a consequence of the goals and aims of causal judgments—which in both everyday and legal contexts often serve to identify wrong-doers or deviant behavior.

Moral Reasoning
Research in moral psychology has focused on a number of different research topics, such as the distinction between moral norms and conventions (Chakroff et al., 2013; Sripada & Stich, 2006), the role of intuition and emotion, such as disgust or empathy, in moral judgment (Greene, 2001; Greene & Haidt, 2002; Haidt, 2001; Haidt et al., 1997), and whether some things, such as a person’s life, have sacred values that make them incommensurable with other things, such as money (Tetlock et al., 2000). Here, we will focus on a topic that we believe best illustrates the role of causal and counterfactual thinking in moral cognition: people’s evaluative judgments in moral dilemmas.

Work on moral psychology has drawn heavily from philosophical work on normative ethics. In ethics, there are three dominant approaches of how to analyze moral behavior. First, according to deontological theories, the morality of a person’s action derives from its accordance with a set of moral norms or duties (Darwall, 2003b; Kant, 2002). An action is good if it adheres to set of moral principles or rules. Second, according to consequentialist theories, the morality of a person’s action is determined by the consequences it brings about (Darwall, 2003a; Smart & Williams, 1973). An action is good if it leads to good outcomes. A third approach, virtue theories, focuses on what the action says about the person’s character (Darwall, 2003c). An action is good to the extent that it indicates good or virtuous character.

These normative theories emphasize the three elements that are part of any moral analysis of a situation: persons (virtue theories), actions (deontological theories), and consequences (consequentialist theories; Sloman et al., 2009). We will argue that people’s moral evaluations of another person’s behavior are best understood if we assume that they consider both the causal role that a person’s action plays in bringing about the outcome, as well as what the action says about the person’s character. Further, we will argue that both action-focused and character-focused considerations are best captured in terms of counterfactual contrasts over people’s intuitive causal theories of the domain (cf. Gerstenberg et al., 2015; Goodman et al., 2015).

This section has two parts: in the first part we look at how representing moral dilemmas in terms of causal models that support counterfactual reasoning helps us understand how people make moral judgments. We will see that in order to analyze the causal status of a person’s action, we need to have a causal representation of the situation that dictates how the person’s action relates to the outcome under consideration. To draw inferences about a person from her action, we need a theory of mind—a causal model of how people plan and choose their actions. We can then invert that model to reason from an observed action to aspects about the character (Baker et al., 2009; Gopnik & Wellman, 1992; Kleiman-Weiner et al., 2016; Malle & Knobe, 1997; Wellman & Gelman, 1992; Yoshida et al., 2008).

In the second part, we will argue that in order to arrive at a more complete picture of how people make moral evaluations, we will need to shift focus from merely considering the moral permissibility of an action to considering more fully what the action reveals about the person’s character.

Causality and Counterfactuals in Moral Dilemmas
Any moral evaluation has to start with a (rudimentary) causal analysis of the situation (Cushman & Young, 2011; Driver, 2008; Guglielmo, Monroe, & Malle, 2009; Mikhail, 2007, 2009; Sloman et al., 2009). Clearly, we would not blame someone whose action played no causal role whatsoever in how the outcome came about. The counterfactual but-for test mentioned earlier provides a first pass for evaluating whether a person’s action made a difference to the outcome. As we will see, the but-for test can also help us to draw a distinction between intended outcomes of an action, and outcomes that were merely foreseen but not intended.

In a typical moral dilemma, the agent faces a decision between several actions, each of which is expected to lead to a different negative outcome.
One of the most-studied moral dilemmas is the trolley problem (Foot, 1967; Thomson, 1976, 1985). In a typical trolley scenario, a trolley is out of control and headed toward five people standing on a railroad track. A person, let’s call him Hank, observes this. If Hank doesn’t do anything, the trolley will kill the five people on the track. However, Hank is close to the control room and he can throw a switch that will change the course of the train onto a side track. As it turns out, there is one person standing on the side track. If Hank throws the switch, the five people on the main track will survive, but the one person on the side track will die. If Hank doesn’t throw the switch, the five people on the main track will die, but the person on the side track will survive. Is it morally permissible for Hank to throw the switch?

When faced with this side-track scenario, most participants tend to think that it is permissible for Hank to throw the switch (for a review, see Waldmann et al., 2012). Clearly, the consequentialist is on Hank’s side: if Hank throws the switch only one person will die, whereas if he doesn’t throw the switch five people will die.

Now let’s consider another variant of the trolley scenario in which, again, an out-of-control trolley is threatening to kill five people. This time, Hank finds himself on a bridge that crosses the railroad track and the only option he has for stopping the trolley is to push a large man off the bridge onto the track. This will stop the train but kill the large man. Is it morally permissible for Hank to push the large man off the bridge?

Most participants don’t think so. For the consequentialist, this is puzzling: in both the side-track and the push scenario, the person faces a choice between two outcomes: either five people die, if he doesn’t act, or only one person dies, if he does act. If all that mattered was the number of deaths, then participants should clearly consider it permissible for Hank to push the large man off the bridge.

Much of research in moral psychology has been devoted to explaining what factors account for the difference in people’s intuitions about the moral status of a person’s actions between different moral dilemmas. Even though the side-track and push scenarios are similar on an superficial level—there is the same contingency between acting or not acting and the number of people who die as a consequence—they are also different in important respects. So while the consequentialist is somewhat at a loss, the deontologist can attempt to find a principled rule that distinguishes between these cases.27

One such rule is the doctrine of double effect (DDE; Foot, 1967; Kamm, 2007; Quinn, 1989). The DDE draws a distinction between two types of effects that can result from a person’s action: first, an effect that is desired and intended, and second, an effect that is undesired but foreseen. For example, in the side-track scenario, there are two effects when Hank throws the switch. The five people on the main track are saved, and the one person on the side track is killed. The DDE states that an action that would normally be prohibited, such as homicide, may be morally permissible when (1) the (negative) action itself is not directly intended, (2) the good effect of the action is intended but not the bad effect, (3) the good effect outweighs the bad effect, and (4) the actor had no morally better alternative (see Mikhail, 2009).

Thus, throwing the switch is morally permissible according to the DDE, if (1) Hank didn’t just throw the switch because he likes throwing switches, (2) he intended to save the five people but didn’t intend to kill the person on the side track (even though he foresaw that outcome), (3) the positive effect of saving the five outweighs the negative effect of killing the one, and (4) there was nothing else that Hank could have done which would have led to a morally better overall outcome.

Now what does the DDE say about the push scenario? Again, let’s assume that Hank is not the kind of guy who enjoys pushing people off bridges just for kicks. What about Hank’s intention? Did he intend to kill the man on the bridge? Note that the causal structure between action and outcome in the push scenario is different from the side-track scenario. Let’s assume again that Hank intends to save the five people. However, in order to realize his primary intention, he has to kill the large man first. Pushing the large man is not merely a foreseeable side effect of his action, but it features as a causal means in a chain of events that culminates in bringing about the intended outcome. Using the large man as a means implies that Hank intended for the large man to die. Since killing the man was an essential part of Hank’s plan to save the people on the track, the DDE rules that this action is impermissible.

How can we tell apart whether a particular outcome was only a side effect of a person’s action, or a means for bringing about another outcome? In many situations, the but-for test provides a simple procedure to determine whether a particular effect was a means versus a side effect of an action (see Figure 29.7). In the push scenario (Figure 29.7 b),
if the large man hadn’t been shoved off the bridge, then the five people would not have been saved. The survival of the five depends counterfactually on the death of the one. Thus, pushing the large man off the bridge was a means for saving the five. In contrast, in the side-track scenario (Figure 29.7 a), the five on the main track would have been saved even if there had been no person on the side track. Given that Hank threw the switch, the survival of the five was not counterfactually dependent on the death of the one (they would have survived even if the person on the side track had managed to jump off the track). Thus, the death of the person on the side track was a side effect, rather than a means for saving the five.

As discussed earlier, the doctrine of double effect draws a distinction between effects that were intended and effects that were merely foreseen (see also Dupoux & Jacob, 2007; Mikhail, 2007, 2009). Again, counterfactuals can help us to capture this difference. Rather than considering counterfactuals over events that happened in the world, we consider counterfactual contrasts over our model of how the agent made her decision. Assuming that an agent’s decisions are determined by her mental states, such as her beliefs, desires, and intentions (Dennett, 1987), we can invert the causal process from decision to action and infer the agent’s mental states from her actions (Baker et al., 2009; Yoshida et al., 2008). How can we explain that saving the five on the main track was an intended consequence of throwing the switch, whereas killing the one on the side track was a foreseen but unintended effect? We can do so via considering whether a particular effect influenced the agent’s decision (Nanay, 2010; Sloman et al., 2012; Uttich & Lombrozo, 2010) or plan (Kleiman-Weiner et al., 2015).

Let us assume that Hank threw the switch in the side-track scenario. This action is consistent with different intentions that may have driven Hank’s action. Hank may have intended to save the five people on the main track. He may have intended to kill that one person on the side track. Or he may have intended both. Let’s first assume that Hank actually intended to save the five people on the main track, and he didn’t intend to kill the person on the side track. If that’s the case, then he would have also thrown the switch if there had been no person on the side track. In other words, the person on the side track made no difference to Hank’s decision-making. By considering a causal model of the decision-maker, we can distinguish intended from foreseen effects: intended effects make a difference to the decision, whereas merely foreseen but not intended effects make no difference (Guglielmo & Malle, 2010).

Of course, Hank’s throwing the switch in the side-track scenario is also consistent with the possibility that Hank intended to kill the person on the side track. If that was his intention, then he might not have thrown the switch if the person on the side track hadn’t been present (unless he also intended to save the five). As long as we don’t have reasons to the contrary, we are generally inclined to assume...
that a person is more likely to have good intentions (Mikhail, 2007, 2009)—thus, we would consider it more likely that when Hank threw the switch, he intended to save the five, rather than kill the one.

In a recent study, Kleiman-Weiner et al. (2015) showed a close correspondence between the inferences that people make about an actor’s intentions and the extent to which they deem the person’s action morally permissible. In their experiments, they varied the number of people on the main track and the number of people on the side track. In some of the situations, participants were informed that the person on the track was the decision-maker’s brother. In situations in which the decision-maker threw the switch, participants generally judged that the decision-maker didn’t intend to kill the people on the side track, and that he had no intention for those on the main track to be killed. However, participants’ judgments were sensitive to the number of people on the different tracks and to whether the decision-maker’s brother was involved. For example, participants were more inclined to say that the decision-maker actually intended to kill the people on the side track when there was only one anonymous person on the main track but five anonymous people on the side track. In that case, participants were also slightly less willing to say that the decision-maker intended to save the person on the main track. The decision-maker’s action is consistent with a desire to kill as many people as possible.

Now consider a situation in which the decision-maker’s brother is on the main track, there are five people on the side track, and the decision-maker throws the switch. In this case, participants are less inclined to believe that the decision-maker intended to kill the five people on the main track, and more likely to believe that the decision-maker’s intention was to save his brother. While the decision-maker’s action is still consistent with a desire to kill as many people as possible, we have a viable alternative for why he acted the way he did. He may simply value his brother more than anonymous strangers.

Kleiman-Weiner et al. (2015) show that a model of moral permissibility that combines inferences about a person’s intention with a consideration of how many lives were saved and killed explains people’s judgments very accurately.

What Counterfactual Contrasts Do People Consider?

So far, we have used counterfactual contrasts to help us make morally relevant distinctions. By defining counterfactual contrasts over the causal structure of the situation, we were able to tell apart outcomes that were side effects of actions from outcomes that were means for bringing about another outcome. By considering counterfactual contrasts over people’s plans, we were able to tease apart outcomes that were intended from outcomes that were merely foreseen but not intended. But what kinds of counterfactual contrasts do people actually consider when they make moral judgments? A host of research on counterfactual thinking has demonstrated how some counterfactuals come to mind more easily than others (e.g., Kahneman & Miller, 1986; Phillips, Luguri, & Knobe, 2015; Roese, 1997) Maybe the notion of counterfactual availability can also help us make sense of people’s moral judgments?

Waldmann and Dieterich (2007) have shown that participants find an intervention on the threat more permissible than an intervention on the victim. They contrasted the side-track scenario (threat intervention) with a scenario in which Hank can intervene by redirecting a bus containing the victim onto the train track and thereby stopping the train (victim intervention). In order to explain the pattern of people’s judgments, Waldmann and Dieterich (2007) suggest that, depending on the type of intervention, participants selectively focus on different counterfactual contrasts (cf. Schaffer, 2010). When intervening on the threat, people compare the causal path the trolley would have taken with the path that it actually took. This counterfactual contrast highlights the difference between the five on the main track versus the one on the side track. In contrast, when intervening on the bus with the victim, the counterfactual contrast highlights what would have happened to the victim if Hank hadn’t intervened and redirected the bus on the train track. Here, the contrast is between the victim surviving and the victim dying. Waldmann and Dieterich (2007) further argue that the attentional focus triggered by the victim intervention leads to a neglect of other potential victims in the background (i.e., the five on the track)—a phenomenon they call intervention myopia (see also Waldmann & Wiegmann, 2010).

Based on these selective attention effects, Wiegmann and Waldmann (2014) have recently developed an account that explains transfer effects between moral dilemmas. Several studies have shown that the order in which different moral dilemmas are presented affects participants’ judgments (e.g., Schützgebel & Cushman, 2012). For example, participants judge intervening in the switch scenario less permissible if they were first.
asked to make a judgment about the push scenario than when the order is reversed.

Wiegmann and Waldmann (2014) explain this order effect by assuming that different scenarios make different causal paths and the associated counterfactual contrasts more salient. Their account focuses on an analysis of the causal structure that underlies the different moral dilemmas as well as people’s default evaluations for the different cases (cf. Halpern & Hitchcock, 2015; Hall, 2007). In the switch scenario (Figure 29.7 a), the action has two effects via separate causal paths: saving the five and killing the one. When participants see the switch scenario in isolation, they tend to judge the person’s action to be permissible. In line with the good intention prior (Mikhail, 2009), Wiegmann and Waldmann (2014) propose that participants selectively focus on the causal path from intervention to saving rather than the connection between intervening and killing (Figure 29.7 a). In the push scenario (Figure 29.7 b), there is a single causal path from intervening to saving via killing. Here, it is not possible to selectively focus on the relationship between intervening and saving since the causal path is mediated via the killing of the large man. In contrast, the relationship between intervention and killing is salient (Figure 29.7 b).

The key idea is now that participants have a tendency to map salient aspects of the causal structure from one situation to another if such a mapping is possible (cf. Gentner, 1983; Holyoak et al., 2010). Consider a participant who judged the switch scenario before the push scenario (top pair in Figure 29.7). In the switch scenario, the causal path from intervention to saving is highlighted. However, it is not possible to map this path onto the causal structure of the push case since there is no direct causal path between intervention and saving. In contrast, consider a participant who saw the push scenario before the switch scenario (bottom pair in Figure 29.7). The push scenario highlights the link between intervention and killing (what Waldmann & Dieterich, 2007, termed intervention myopia). Now, it is possible to map this highlighted causal path onto the causal structure in the switch case. Having judged the push scenario first highlights the relationship between intervention and killing in the switch scenario. Wiegmann and Waldmann (2014) argue that the reliable order effect arises from the asymmetric way in which selectively attended parts of the causal structure can be mapped from one situation to another.

In the trolley problems discussed earlier, the counterfactual analysis was fairly straightforward since the vignettes explicitly stipulated the action–outcome contingency. In the real world, however, we normally cannot be certain about what would have happened in the relevant counterfactual world. We have to rely on our causal understanding of the situation to simulate how the world would have unfolded if the person had acted differently (see Gerstenberg & Tenenbaum, Chapter 27 in this volume). Generally, we cannot be sure that actions always bring about their intended effects (Cushman et al., 2009; Gerstenberg et al., 2010; Schächtele et al., 2011). Imagine that Hank threw the large man off the bridge, but it turned out that this didn’t suffice to stop the trolley. In that case, Hank not only failed to save the five people on the track, he also killed an innocent man for no good effect. Studies have shown that people take the uncertainty associated with different actions into account when making moral evaluations (Fleischhut, 2013; Kortenkamp & Moore, 2014).

**From Action Permissibility to Character Evaluation**

In the previous section, we have seen how different aspects of how a person’s action features in the causal structure that ultimately led to the outcome affects people’s moral evaluations. We have also seen that people’s judgments are solely determined by the causal role that the action played in bringing about the outcome. The same action is evaluated differently based on the context of the situation and the inferences we can draw about the person’s intentions from his actions. The majority of work on judgments in moral dilemmas has focused on explaining how people judge the moral permissibility of different actions.

Recently, scholars in moral psychology have argued that this focus on actions as the unit for moral evaluation is misguided. What people mostly care about is what the action reveals about the person (Goodwin, Piazza, & Rozin, 2014; Kelley & Stahelski, 1970; Malle, Guglielmo, & Monroe, 2014; Pizarro & Tennenbaum, Chapter 27 in this volume). Generally, we cannot be sure that actions always bring about their intended effects (Cushman et al., 2009; Gerstenberg et al., 2010; Schächtele et al., 2011). Rather than putting the action at the center of analysis, the *person-centered* approach sees the person as the key target for moral evaluation (cf. Uhlmann et al., 2015).

People are evaluating creatures—upon meeting someone for the first time, we try to figure out what
makes them tick (Alicke et al., 2015). Moral evaluations of a person’s character, such as whether he cares for others (Hamlin et al., 2007; Ullman et al., 2009), and whether he can be trusted (Charness & Dufwenberg, 2006; Rezlescu et al., 2012), are particularly important (Goodwin et al., 2014; Todorov et al., 2008). In contrast to the action-centered view, the person-centered view focuses on people’s motivation for engaging in moral evaluations and is concerned with explaining what function these evaluations serve (Gintis et al., 2001, 2008). One such proposed function of moral evaluation is relationship regulation (Rai & Fiske, 2011; Scanlon, 2009). As “intuitive prosecutors,” our moral judgments serve to shape the world as we would like to see it (Fincham & Jaspars, 1980; Hamilton, 1980; Lloyd-Bostock, 1979; Tetlock et al., 2007). For example, we want that our friends care for us and we want to be able to rely on them when in need. By blaming them for not having helped us when we moved house, we send a signal to change their behavior in the future (Bottom et al., 2002; Scanlon, 2009). However, one might argue, why do we care to engage in moral evaluation of people with whom we have no direct connection? There is a lot of blaming going on in sports bars! When our favorite football team loses because one of the players slacked off, then we expect that player to put in more effort in the future. Even though he is not a close friend, our utility depends on him, and by blaming him we contribute to a public evaluation of the player that may indeed have an influence on his future behavior (McCullough et al., 2013).

There is also a lot of blaming going on when people watch soap operas together (Hagmayer & Osman, 2012). Here, we know that the characters are fictional and our moral evaluations won’t influence the plot. However, we can again make sense of this behavior from a functional perspective: moral judgments in these contexts may serve to coordinate one’s expectations and norms with one’s friends. By blaming John for cheating on his girlfriend, we demonstrate to our friends that we value faithfulness and expect our friends not to follow John’s example.

With a focus on the person, rather than the action, the person-centered view needs to answer the question of how we infer a person’s character traits from her actions—in particular, her moral traits. Actions differ in the extent to which they are diagnostic about a person’s dispositions (Reeder & Spores, 1983; Reeder et al., 2004; Snyder et al., 1979). We learn most about a person’s character from behaviors that are different from how we would have expected others to behave in the same situation (Ditto & Jemmott, 1989; Fiske, 1980; Jones & Harris, 1967; McKenzie & Mikkelsen, 2007; Reeder et al., 2004; Reeder & Brewer, 1979). But what shapes this expectation? One factor is the cost or effort it takes for someone to do a certain action. We generally assume that others behave rationally and act in a way to achieve their desired outcomes efficiently (Dennett, 1987). Thus, the more costly or effortful a particular action was for the agent, the more certain we can be that he really valued the outcome (Jara-Ettinger et al., 2014; Ohtsubo & Watanabe, 2009; Ullman et al., 2009). Similarly, we learn that a person values something when he had an attractive alternative (Ben-Porath & Dekel, 1992). We know that a friend really cares for us when he comes over to help console us after a breakup even though he had been invited to the party of the year.

The time it took someone to make a decision is another factor that influences what we can learn about her motivation for acting (Crockett, 2013; Cushman, 2013; Pizarro et al., 2003). Critcher et al. (2012) found that actors who acted quickly were evaluated more positively for good outcomes and more negatively for bad ones, compared to actors who reached the same decision more slowly. Fast decisions signal that the actor was sure about her action and did not need to resolve any conflicting motives. A person who immediately rushes to help someone in need is likely to be more strongly motivated by another person’s needs than someone who first considers how much effort it would take to help (cf. Hoffman et al., 2015) and checks if anyone else might be in a better shape to help out.

Additional evidence in favor of the person-centered view to moral judgment comes from research showing that information about a person’s general character influences our moral evaluation of a particular action (Alicke, 1992; Kliemann et al., 2008; Nadler, 2012; Nadler & McDonnell, 2011). We find ways of blaming bad people (Alicke, 2000) and excusing people whom we like (Tuori & Blouw, 2014). Often, there is considerable uncertainty about the motives behind a person’s action. Thus, interpreting the same action differently, depending on who performed it, must not be taken to reflect a biased evaluation. It may be reasonable to use character information to fill in the gaps (Gerstenberg et al., 2014; Uhlmann et al., 2015).

The person-centered view also provides a natural way of handling the expectations that come with exhibiting a certain role (Hamilton, 1978; Schlenker
et al., 1994; Trope, 1986; Woolfolk et al., 2006). For example, if a swimmer is about to drown, then it is foremost the lifeguard's responsibility to try to save him. If the swimmer drowned without anyone having helped, then we would blame the lifeguard more than any of the other people who were around and who could have also helped. Part of what it means to be a lifeguard is to have the (prospective) responsibility of making sure that everyone is safe in the water.

Direct empirical support for the person-centered approach comes from work showing dissociations between person and act evaluations (e.g., Tannenbaum et al., 2011; Uhlmann & Zhu, 2013). Such situations arise, for example, when someone takes the “right” action (for example, from a consequentialist perspective), but taking this action indicates a bad moral character (Bartels & Pizarro, 2011; Koenigs et al., 2007; Uhlmann et al., 2013). The act of throwing an injured person overboard in order to save the boat from sinking is evaluated more positively than not doing so. However, the passenger who decided to throw the injured person overboard was evaluated more negatively than a passenger who decided not to do so (Uhlmann et al., 2013). Similarly, the person-centered view helps to shed light on people’s moral evaluations of harmless-but-offensive transgressions (Haidt, 2001; Uhlmann et al., 2013). For example, most people consider it morally wrong to eat a dead dog, but often find themselves at a loss when trying to explain why (a phenomenon coined moral dumbfounding; Haidt et al., 1993). Uhlmann et al. (2013) showed that while the act of eating a dead dog is not evaluated more negatively than stealing food, the person who ate the dog is judged to be a worse person than the person who stole. Even though eating a dead dog didn’t harm anyone (as long as the dog wasn’t killed to be eaten), it is plausible that a person who commits such an act is also likely to engage in other dubious behavior that might actually be harmful. Interestingly, while Uhlmann et al. (2013) replicated the moral dumbfounding effect for judgments about actions, participants had much less difficulty justifying the character inferences they had drawn.

What the person-centered view highlights is the need for a rich model of how people make (moral) decisions. We need such a model in order to make inferences about the person’s mental states and preferences from his or her actions (Ajzen & Fishbein, 1975; Baker et al., 2009; Bratman, 1987; Malle & Knobe, 1997). For example, when Hank didn’t help a drowning swimmer, we need to infer what Hank’s beliefs were (maybe Hank thought the person was just pretending; Young & Saxe, 2011), and what Hank would have been capable of doing (maybe Hank wasn’t able to swim; Clarke, 1994; Jara-Ettinger et al., 2013; Kant, 2002; Morse, 2003; van Inwagen, 1978). Not only do we need a causal model that explains Hank’s actions in terms of his mental states, we also want to be able to simulate how someone else (maybe with the same beliefs and capabilities as Hank, but with different desires) would have acted in the same situation.

Recently, Gerstenberg et al. (2014) have suggested an account that directly links inferences about a person’s character to evaluations of his or her behavior (cf. Johnson & Rips, 2015). In their studies, they had participants judge to what extent actors whose action was either expected or surprising were responsible for a positive or negative outcome. For example, in one scenario, participants evaluated goalkeepers in a penalty shoot-out. The goalkeepers knew about the striker’s tendency to shoot in either corner of the goal. However, the strikers didn’t know that the goalkeepers knew about their tendency. Participants then saw situations in which the striker either shot in the expected corner or in the unexpected corner, and the goalkeeper either jumped in the correct corner and saved the ball, or jumped in the wrong direction.

The results showed that participants blamed the goalkeeper more for not saving the shot when he jumped in the unexpected direction and the striker shot in the expected direction. Participants also considered the goalkeeper more creditworthy overall when he saved a shot that was placed in the unexpected direction.

In another condition of the experiment, the goalkeeper scenario was replaced with a scenario in which the decision-maker had to predict on what color a spinner will land. This scenario was structurally equivalent to the goalkeeper scenario, and the probabilistic information was matched. Again, participants blamed decision-makers more for negative outcomes that resulted from unexpected predictions (e.g., predicting that the spinner will land on blue when the chance for it landing on yellow was greater, and it actually landed on yellow). This time, however, decision-makers were praised more for positive outcomes that resulted from expected rather than unexpected actions (i.e., correctly predicting that the spinner will land on the more probable color, rather than correctly predicting the less probable outcome).
How can we explain this pattern of results? Gerstenberg et al.’s (2014) account assumes that people’s responsibility judgments are mediated by an inference about the agent. Accordingly, we start off with some assumptions about how a reasonable person (or goalkeeper) is expected to act. After having observed what happened in this particular situation, we update our belief about the person. Gerstenberg et al. (2014) propose that responsibility judgments are closely related to how we change our expectations about people (cf. Ajzen & Fishbein, 1975). Intuitively, we credit people more if our expectation about a person improved after having observed their action. We blame people more for a negative outcome if our expectation about their future behavior is lowered.

In their model, Gerstenberg et al. (2014) represent people’s intuitive theories about the situation as distributions over agents with different character traits or skills. The key idea is that people have different prior assumptions for the goalkeeper and the spinner scenarios. A skilled goalkeeper may anticipate an unexpected shot and save it. For spinners, however, it’s less likely that a person can reliably predict that it will land on the less likely color. Hence, if we observe a goalkeeper saving an unexpected ball, we may either think that he acted unreasonably and was just lucky, or that he in fact correctly anticipated the shot. If we deem the chances of skill being present to be reasonably high, then our expectations about this goalkeeper’s behavior increase after having seen him save the unexpected ball (and more so compared to a situation in which he saved an expected shot). In contrast, in the spinner scenario, the most likely explanation for a person correctly predicting the spinner’s landing on the unexpected outcome is that he was just lucky. Observing such an action actually leads us to lower our expectation about that person’s behavior, and thus he is deserving of less credit.

Gerstenberg et al. (2014) applied their model to an achievement domain in which skill is a critical factor. However, their model could be extended and applied more directly to the moral domain. The key idea of linking people’s moral evaluations to a difference in expectations is flexible enough to accommodate different aspects of the situation, such as immoral desires or ulterior motives.

One natural way to think about the role of expectations in judgments of responsibility is again in terms of a counterfactual contrast. Rather than thinking about how the outcome would have been different if the person had acted differently, we may think about what would have happened if we had replaced the person in the situation with someone else (cf. Fincham & Jaspar, 1983). In the law, this idea is referred to as the reasonable-man test (Green, 1967). In cases of negligence, for example, we may have expectations about what sort of precautions a reasonable man would have taken that might have prevented the harm from happening. Relatedly, there is a statistic in baseball called wins above replacement that captures the difference that a person makes to the number of games that a team wins over the course of the season (Jensen, 2013). It tries to quantify how many more games the team won over the season compared to a counterfactual team in which the player under consideration would have been replaced with another player.

Thinking about moral evaluations in terms of counterfactual replacements provides a rich framework that links up normative expectations, action evaluation, and character inferences. The richness of this framework comes with great theoretical demands. Not only do we need a causal representation of the situation that allows us to reason about the relationship between the person’s action and the outcome, but we also require an intuitive theory of the different factors that influence how people make decisions and plans, and how these personal characteristics translate into morally relevant behavior.

**Discussion**

In this section on moral reasoning, we have seen that people’s moral judgments are strongly influenced by their causal representation of the situation, as well as their intuitive theory of how people make decisions.

To evaluate the causal role that the agent’s action played, we need a causal model of the situation that supports the consideration of counterfactual contrasts. Our discussion of the literature on trolley problems (Waldmann et al., 2012) showed that we can distinguish means from side effects in terms of counterfactuals on actions, and intended from merely foreseen outcomes in terms of counterfactuals on plans (cf. Kleiman-Weiner et al., 2015). If we additionally assume that some counterfactual contrasts are more salient than others, we can also make sense of why people’s moral intuitions differ depending on whether the action targets the threat or the victim (Iliev et al., 2012; Waldmann & Dieterich, 2007), and we can use the idea of salient causal paths to explain transfer effects between trolley problems that differ in their causal structure (Wiegmann & Waldmann, 2014).
To evaluate what we can learn about a person from his or her action, we need a causal model of how people make decisions and plans (Baker et al., 2009; Wellman & Gelman, 1992). Once we have a generative model of how people’s mental states determine their actions, we can invert this process and reason about a person’s mental state from having observed her actions. Making person inferences comes natural to us, and we have argued that evaluating others along moral character dimensions serves important functions, such as regulating relationships and coordinating normative expectations (Rai & Fiske, 2011; Uhlmann et al., 2015). Finally, we have briefly sketched one way of how we can go from character evaluations to attributions of responsibility via considering counterfactuals over persons—blame and credit vary as a function of our expectations about how a reasonable person should have acted in the given situation (Gerstenberg et al., 2014).

Considering both the person-centered and action-centered views suggests that differences in people’s moral judgments can arise from different sources: (a) Two people might disagree about the causal status of the person’s action in bringing about the outcome. One person, for example, might believe that the outcome would have happened anyway, whereas the other person might believe that the negative outcome would have been prevented but for the person’s action. (b) Two people might disagree about what the action reveals about the person. Whereas the same action might look like an expression of genuine altruism to one person, another person might infer ulterior motives behind the action. We suggest that rather than artificially providing people with all the relevant information, as is often done in psychological studies on legal and moral judgments, it will be fruitful to design experiments that reflect the uncertainty inherent in our everyday lives. New empirical investigations into how people make person inferences and causal judgments in the realm of uncertainty will have to go hand in hand with the development of a coherent formal framework that encompasses both the action-centered and person-centered view.

Conclusions

Causality is at the core of people’s understanding of the physical and social world. In this chapter, we have shown that causation is key to legal and moral reasoning. We have seen that legal scholars and psychologists struggle with very similar issues. Legal scholars seek a principled account of causation that can be applied to complex scenarios and that fits with our common-sense intuitions. Here formal work on causal models and structural equations (e.g., Halpern & Pearl, 2005) has helped to sharpen our theories of causation. The idea of thinking about actual causes as difference-makers under possible contingencies resonates well with how the law has extended the but-for test of causation (e.g., Stapleton, 2008). Legal decision-making also requires people to assess the evidence presented to support their conclusions. Causal reasoning is again critical, both in terms of the stories people tell to make sense of the evidence, and in terms of the methods they use to assess its credibility and reliability. Moreover, causal attributions seem to be shaped by pragmatic goals. People’s everyday causal judgments often serve to attribute responsibility and blame, mirroring the way in which legal judgments of causation are geared toward ultimate judgments of legal responsibility.

Psychologists also try to come up with a principled account of how people make moral judgments. We have shown that representing moral dilemmas in terms of causal models and counterfactuals helps us understand people’s judgments. Moreover, we argue that a fuller picture of how people make moral evaluations requires a shift of focus from the moral permissibility of actions to the broader issue of what actions reveal about the person’s character. Whereas the law has traditionally put less emphasis on the perpetrator’s character (Bayles, 1982; Duff, 1993), work in psychology has shown that our moral evaluations are heavily influenced by our inferences about what the person is like (Uhlman et al., 2015). Thus, there is a possible tension between the factors on which people base their intuitive moral judgments and the factors the law deems relevant in determining legal liability.

For both legal and moral reasoning, then, it is crucial to understand the causal models that people construct, and the rich factual and counterfactual inferences they draw on this basis. Pragmatic and emotive concerns might shape and possibly distort these models, but without them we cannot get started on the route to blame, praise, or indifference.

Notes

1. Adapted from Bolitho v. City and Hackney Health Authority [1997] UKHL 46. This case is also discussed in Schaffer (2010).

2. This holds for issues of foreseeability, too; thus UK law maintains that an action is intentional if the result was almost certain to occur given the defendant’s actions and the defendant was aware of this (Herring, 2010).
3. The term applies to both legal theorists and judges.
4. See, e.g., Kennedy 2007 UKHL 38.
5. Readers who have not seen *Breaking Bad* should skip this example until they have!
6. Empirical research backs this up insofar as Hank is the most commonly cited cause; but it also shows that people attribute some causality to Tuco as well (Wallée & Hilton, 2015).
7. This is a simplification, because the legal issue to be decided will dictate the focus of the causal inquiry about what happened. Thus, for a murder charge, the focus will be on the action of the defendant. Nevertheless, legal judgment is not supposed to enter at this stage, and an “objective” notion of causation is usually assumed (Hart & Honore, 1985; Moore, 2009) but see Green (2015) and Tadros (2007) for alternative views.
10. Despite the subtlety of this case, people’s intuitive judgments seem to fit with the legal reasoning here (see later discussion).
11. This need not mean it is not principled, but that the principles are difficult to articulate, and might include legal/policy considerations.
13. Note that this response is not always available—sometimes the pre-empted cause would have brought about the effect in exactly the same way (see the voting example later in the chapter). Moreover, the level of description of the effect required by law is matched to the offense, and is not excessively fine-grained (for discussion, see Stapleton, 2008, and Lewis, 2000).
14. Adapted from German Court case: (37 BGHSt 106, 6 July 1990).
15. Stapleton’s point that causal claims are relative to a frame of inquiry is well taken. And legal frames help filter and narrow the focus of inquiry onto a manageable set of putative causes: the defendant’s actions or breach of duty, intervening actions of other parties, and so on. Indeed, inquiry-based filtering also holds in our everyday causal inquiries, where we usually only care about a limited pool of candidate causes, and safely ignore a multitude of but-for conditions. However, her claim that the inquiry-relative nature of legal causation militates against a general-purpose theory is less convincing (cf. Schaffer, 2010), especially since, as we shall argue later, the legal account she proposes is in many respects an informal version of the definition of actual causation defended in several current philosophical theories.
16. This is not intended as a reductive analysis of causation—because counterfactuals themselves depend on prior causal knowledge, and work as a test of causation, not a constitutive definition. Moreover, this is not to claim that issues of process and production are fully accomodated by counterfactual analyses.
17. Although not classified as such, these graphs bear strong resemblances to formal causal networks.
18. Later studies showed that people’s stories were mediators in their decision-making, and not merely post hoc rationalizations of their verdicts (e.g., Pennington & Hastie, 1992).
19. Pennington & Hastie (1988) acknowledge some of these shortcomings and propose a computational model based on connectionist models of explanatory coherence (Thagard, 2000). We discuss coherence-based models later; while such models address how multiple constraints can be satisfied, it is unclear how purely associative representations can capture certain aspects of causal reasoning (Waldmann, Hagmayer, & Blaisdell, 2006).
21. For introductions to Bayesian networks, see Fenton and Neil (2007) or Taroni et al. (2006).
22. Note that Pennington and Hastie (1981) present a Wigmore chart of this issue that maps closely onto our Bayesian network analysis. However, their subsequent work does not develop this approach, but concentrates on the story structures themselves.
23. It’s not always clear how the valence of these links is determined—presumably through prior knowledge or learning.
24. This argument is not conclusive: it depends on how rich the Bayesian modeling is. Coherence theorists refer to a simplistic version restricted to Bayes rule, but broader Bayesian approaches can accommodate some form of bi-directional reasoning (see later in this chapter and Jern et al., 2014).
25. The authors state that they are operating with an informal notion of sufficiency—as used in everyday discourse—rather than a logical or technical notion. On this reading, an action (e.g., getting Joe to ingest the poisonous pill) can be sufficient for an outcome (e.g., killing Joe), even if that exact outcome does not occur (e.g., because Joe dies in an accident before the pill poisons him). Although they do not express it in such terms, this is akin to a counterfactual notion of sufficiency (i.e., the poison would have killed Joe if he hadn’t died in an accident first).
26. Note that participants made both cause and blame judgments, and were explicitly instructed that these two might dissociate. This was illustrated with the example of a child who accidentally shoots one of his parents (unfortunately not as far-fetched an example as it seems).
27. Alternatively, one can also try to combine the best of both worlds. There are several different dual-systems frameworks which state that moral judgments are produced by qualitatively different, and potentially conflicting, cognitive systems (e.g., an emotional and a deliberate system, Greene et al., 2001; or systems that assign value directly to actions versus the outcomes that ultimately result from these actions, Crockett, 2013; Cushman, 2013).
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