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Abstract

Developmental dyslexia is a neurological condition that specifically impairs the development of expert reading ability. Phonological processing deficits – impaired representation of, or access to, the abstract units of spoken language – have been implicated as the principal source of reading difficulties in dyslexia, independent of other cognitive factors. However, the source of these phonological impairments remains unknown: What mechanisms preclude development of the robust phonological representations critical for reading development? Experiments with phonological processing in dyslexia typically employ metalinguistic tasks that require explicit knowledge about phonological structure, failing to distinguish between access to representations and the representations themselves. Here I report a series of experiments that elucidate the nature of phonological impairments in dyslexia by examining the implicit processing of phonetic variability. Phonetic variability affects language processing at the interface between perceiving the physical speech signal and mapping it onto stored linguistic representations. This approach is well-suited to interrogate the integrity of phonological processing in dyslexia and to provide insight into how phonological representations may come to be impaired in this disorder.

In Experiment 1, individuals with dyslexia demonstrated profoundly reduced ability to learn to use phonetic consistency in talker identification, thus reifying the status of phonological representations themselves as fundamentally impaired in this disorder. In Experiment 2, functional magnetic resonance imaging (fMRI) adaptation revealed reduced neural sensitivity to phonetic consistency during speech perception in individuals with dyslexia, indicating impaired rapid, implicit learning of phonetic-phonological consistency. The neural mechanisms that support such learning may be a specific instance of general brain mechanisms for adapting to stimulus consistency. In Experiment 3, fMRI adaptation further revealed that such exiguous neural plasticity in dyslexia is not limited to speech phonetics; instead, the core mechanisms of rapid adaptation to stimulus consis-
tency appear to be dysfunctional in dyslexia, such that neural adaptation was reduced to all stimuli measured, whether auditory or visual, linguistic or non-linguistic. Deficits in neural adaptation may represent disruption of a core rapid plasticity mechanism for perceptual learning, dysfunction of which would impair the ability to develop the robust perceptual (phonological) representations critical to reading development.
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1. Introduction

Learning to read is one of the most remarkable and complex examples of human learning. Unlike spoken language development, which proceeds naturally and spontaneously in human infants, learning to read requires lengthy, explicit instruction and comprises a major portion of early education. Successful reading development depends on the ability to learn the correspondence between a collection of arbitrary, invented visual symbols and the abstract phonological representations of auditory language. Some individuals experience disproportionate difficulty learning to read due to developmental dyslexia, a neurological condition that specifically impairs the development of typical reading ability. The principal source of reading difficulties in dyslexia is thought to be an impairment in phonological processing. However, the specific mechanisms that give rise to impaired phonological representations remain unknown. This thesis investigates the nature of impaired phonological representations in developmental dyslexia from the perspective of the interface between phonetics and phonology. In particular, we will consider the cognitive challenges posed by processing phonetic variability in speech perception and investigate how phonetic variability is learned in dyslexia, with an emphasis on working towards identifying a potential core neurological mechanism, dysfunction of which may plausibly contribute to impaired phonological representations in dyslexia.

1.1 Phonetic variability in speech perception

Although we have the subjective experience of perceiving speech fluently and effortlessly, exceptionally complex computational processes are required to extract an unambiguous linguistic message from an immensely variable physical signal. Unlike the written symbols of language, which are highly homogeneous, the acoustic realization of
language is virtually never identical from instance to instance. The immense variability in the physical properties of speech is classically captured by Peterson and Barney (1952; see also Hillenbrand et al., 1995), whose acoustic measurements of the vowels of English reveal seemingly irreconcilable overlap in phonological categories across talkers and tokens. Indeed, there exists a multitude of potential sources of acoustic variability in speech production, including anatomical and physiological differences among talkers, coarticulatory effects on the phonetic realization of speech, and culturally constrained differences in the diversity and prototypicality of speech sounds.

Differences among talkers result in a wide variety sources of variability in speech production. Differences in the volume, length, and shape of the oral, pharyngeal, and nasal cavities effect differences in resonance and thus differences in the local peaks and valleys of the speech spectrum. Differences in vocal physiology (and, sometimes, pathology) result in the wide range of factors collectively known as voice quality, including open quotient and harmonic ratio of the laryngeal source. Gender differences between talkers correspondingly result in substantial differences in speech acoustics: males tend to have longer vocal tracts and therefore lower frequency resonances, whereas the shorter vocal tracts of females result in higher formant frequencies. Differences in talkers' fundamental frequency (pitch) – both in terms of absolute value and dynamic range – have profound effects on speech acoustics, including especially the resolution of the speech spectrum. Moreover, patterns of speech and speech sounds are culturally constrained, and the particular diversity of speech sounds an individual may employ depends on the language, dialect, and accent they acquired as children.

Coarticulatory effects, likewise, have substantial impact on the acoustics of speech production. The phonetic features of sounds occurring in sequence are influenced by the place and manner of articulation of not only the sounds that immediately precede and follow them, but often in many cases by sounds that occur even distantly in the same or temporally neighboring words. Talkers may adopt different registers when speaking in different environments, and any number of exacerbating factors may affect the precision
of articulation, including especially speech rate or the presence of environmental noise. Given the multitudinous factors bearing on the acoustic realization of speech, it should come as no surprise that there is a quantifiable cognitive cost to processing variability in speech perception. Or, said another way, there is a great deal of computational economy to be gained by being able to construct predictive models in the presences of short-term consistency in speech phonetics.

### 1.1.1 The cognitive costs of phonetic variability in speech perception

That attending to the speech of a single talker affords both speed and accuracy benefits over processing speech from multiple different talkers has been demonstrated through a wide range of behavioral assays, including speeded classification tasks, continuous recognition memory tasks, speech in noise perception, auditory stream segregation, and phonological contrast learning. These experiments can be broadly divided into two kinds: those that show a processing cost for accommodating speech from additional sources, and those that show processing enhancement for encountering speech from a consistent, familiar source.

When listeners are required to make perceptual judgments about speech stimuli, they incur a processing cost as additional variability is introduced into the stimuli. For instance, Mullennix and Pisoni (1990) showed that listeners are slower to identify the initial phoneme in spoken words when recordings from multiple talkers are included in the stimulus set and faster when speech from only one talker is used. A corresponding effect was observed for making determinations about vocal identity, which was slowed as the phonetic diversity of the stimulus set increased. Similar results were obtained by Green, Tomiak & Kuhl (1997), who additionally showed that phonetic variability due to differences in speech rate could incur a similar cost.

Listeners are also faster and more accurate at speech memory tasks when the phonetic properties of words are more similar during encoding and recognition (Palmeri,
Goldinger, & Pisoni, 1993). When listening to speech in noise, listeners are more accurate at recognizing words if they have previously been familiarized with the talker who produced them (Nygaard, Sommers, & Pisoni, 1994), and listeners are better able to attend to one of two competing talkers when they are familiar with the talker's voice (Newman & Evers, 2007). These advantages appear to be due specifically to learning the properties of phonetic consistency from a target speech source; when these phonetic properties are changed, such as between words spoken in isolation or connected speech in sentences, the advantage is lost (Nygaard & Pisoni, 1998). Moreover, only manipulations that affect the phonetic properties of speech appear to give rise to such perceptual or memory advantages: Changing the talker or rate of speech reduces response accuracy, but merely changing its amplitude does not (Bradlow, Nygaard, & Pisoni, 1999). Finally, listeners’ perceptual expectations about learned phonetic consistency appear to guide speech perception behaviors in real time (Creel, Aslin, & Tannenhau, 2007; Allen & Miller, 2004; Theodore & Miller, 2010).

### 1.1.2 The benefits of phonetic variability for talker identification

Although variable phonetics may obfuscate the underlying linguistic content of an utterance, the fact that different talkers produce speech with largely idiosyncratic phonetics provides an additional source of highly informative cues to talker identity. We can be sure that listeners are using the phonetic nuances of individual talkers to help identify them from experiments that show reduced ability to recognize voices speaking a foreign language (Thompson, 1987; Goggin et al., 1991). When trying to identify a voice speaking a familiar, comprehensible language, listeners can take advantage of the fact that they are also able to understand the linguistic content of the message. By being able to access their own long-term abstract phonological representations of the words in the utterance, listeners gain access to a mnemonic standard against which to compare the phonetic idiosyncrasies of an attended talker. Learning the correspondence between an attended talker's consistent phonetics and the listener's long-term representations of phonological categories allows for the construction of a predictive model of that talker's
speech that can be conceptually inverted to help identify that talker. Interestingly, such models of phonetic-phonological correspondence are generative, in that they are able to accurately predict the idiosyncratic properties of a talker's speech even for phonemes that had not been specifically encountered before (Theodore & Miller, 2010). The ability to use models of phonetic-phonological correspondence to help identify talkers depends specifically on linguistic knowledge of the talker's speech. When listening to speech in a foreign language, listeners have no long-term phonological representations of the underlying words against which to compare a talker's phonetics. The specifically linguistic basis for noticing phonetic nuances in talker identification is evinced by studies that demonstrate that the discrepancy between native- and foreign-language voice recognition cannot be overcome without specific linguistic knowledge of the foreign language (Perrachione & Wong, 2007).

### 1.1.3 The benefits of phonetic variability for speech learning

Phonetic variability also plays an important role in developing phonological representations. Evidence from a number of speech-learning studies indicates that acquiring novel phonological contrasts is facilitated by learning in a high-phonetic-variability training environment (Wang et al., 1999; Flege, 1995; Kingston, 2003; Lively, Logan, & Pisoni, 1993; Clopper & Pisoni, 2004; Barcroft & Sommers, 2005). Listeners who learn from high phonetic variability recognize the novel phonological contrasts more accurately from a wider variety of novel speech sources than those who learn from a more restricted training set. However, there is an important caveat to the utility of high-phonetic variability, such that individuals with weaker perceptual abilities for the target contrasts may actually be disproportionately impaired by the presence of high stimulus variability if they are unable to extract the relevant features to be learned from among the range of between-token variation in irrelevant features (Perrachione et al., 2011).
1.2 Phonological representations and learning to read

Acquisition of reading skill depends on learning to associate arbitrary visual stimuli (in English, letters) with abstract representations of the phonological units of one's language. It is not surprising, then, that an immense literature describes the positive, causal relationship between phonological processing abilities, or metalinguistic phonological awareness, and successful reading development (Bradley & Bryant, 1983; Wagner & Torgesen, 1987; Bryant, et al., 1990), such that young children with greater phonological processing skills tend to be more successful readers early on, and those with weaker skills experience delays in reading acquisition or, in certain cases, profound difficulties in reading development associated with developmental dyslexia. Because the literature associating reading development with phonological processing skills is so extensive, and so adeptly reviewed elsewhere (e.g., Adams, 1994; Pufpaff, 2009; Melby-Lervåg, Lyster, & Hulme, 2012), it will suffice to point out here that different orthographies place different demands on the phonological processing skills of developing readers. In transparent orthographies, where the correspondence between graphemes and phonemes is highly stereotyped and consistent across contexts, the phonological processing load is different than in an orthography like that of English, where a letter may make any of a variety of sounds depending on context or purely arbitrary convention (Ziegler & Goswami, 2005).

1.3 Developmental dyslexia and a phonological deficit

In some instances, individuals experience disproportionate difficulty acquiring reading skills despite sufficient motivation, intelligence, and educational opportunity. In such cases, an individual may have developmental dyslexia:

"...a specific learning disability that is neurobiological in origin. It is characterized by difficulties with accurate and/or fluent word recognition and by poor spelling and decoding abilities. These difficulties typically result from a deficit in the phonological component of language that is often unexpected in relation to other cognitive abilities and the provision of effective classroom instruction." (Lyon, Shaywitz, & Shaywitz, 2003)
The claim that developmental dyslexia is a neurological condition stems from the fact that it is both significantly familial and heritable (Shaywitz & Shaywitz, 2005). In English, dyslexia is diagnosed based on impairment in single word reading, thus emphasizing decoding over other possible modes of reading impairment, such as difficulties with reading comprehension or reading fluency. However, there has been a recent trend to emphasize a putative "double deficit" in the most seriously impaired readers, in which difficulties with both phonological processing and naming fluency combine to severely undermine typical reading development (Wolf, 1986; Denckla & Rudel, 1976), although this proposition is not without contention (Vaessen, Garretsen, & Blomert, 2009).

Dyslexia has long been understood to be a consequence of underlying disorders of linguistic or perceptual processing that bears on phonological representations, and the current consensus in clinical and research fields considering language and reading development and disorders is that developmental dyslexia predominately results from an impairment in the representation of, or access to, the abstract representations of spoken language (Bradley & Bryant, 1983; Lyon, Shaywitz & Shaywitz, 2003, Vellutino et al., 2004; Ramus & Szenkoviets, 2008; Gabrieli, 2009). However, both the specific nature of the phonological impairment and its underlying cause remain unresolved. For instance, compared to their peers, individuals with dyslexia are impaired in phonological awareness tasks such as phoneme elision ("say 'window' without saying '/n/'") and sound blending ("what word do these sounds make? '/m/' '/a/' '/p/"') – deficits which often persist into adulthood (Bruck, 1992). Likewise, individuals with dyslexia often exhibit deficits in phonological working memory, as assessed by nonword repetition, which may carry over into poor verbal working memory generally.

1.3.1 Whither speech perception deficits in dyslexia?

Given the extensive evidence for phonological processing deficits in dyslexia, it is somewhat surprising to note that speech perception deficits are not typically observed in this disorder. There is an extensive literature in which speech perception deficits – or at
least differences – are sought in individuals with versus without dyslexia, but the general consensus from this effort appears to be that dyslexia is not associated with speech perception deficits. Studies that do find differences in speech perception between individuals with and without dyslexia tend to demonstrate only quite moderate effects (Serniclaes et al., 2001; Cheung et al., 2009; Vandermosten et al., 2010), and for every study that finds such an effect, there are numerous others that do not (Hazan et al., 2009; Blomert, Mitterer, & Paffen, 2004; Messaoud-Galusi, Hazan, & Rosen, 2011). In general, reviews of the speech-perception-deficit literature in dyslexia largely come to the conclusion that any speech perception deficits are epiphenomenal to other, known deficits in dyslexia – including attention, phonological working memory, or phonological awareness – and, moreover, have very little statistical relationship to the reading abilities of individuals with dyslexia (Manis et al., 1997; Rosen, 2003). While this conclusion is somewhat curious given the broad consensus as to the existence of phonological deficits in dyslexia, it is worth pointing out that there are likely multiple routes to spoken word recognition that vary in the demands they place on abstract phonological representations (e.g., Grossberg, 1980; Mullennix & Pisoni, 1990; Goldinger, 1998; Goldinger, 2007), and individuals with dyslexia may rely disproportionately on routes that eschew computations of the associations between the speech signal and phonological abstractions (Perrachione et al., 2011).

1.3.2 Non-reading perceptual impairments in dyslexia

In addition to a core phonological deficit and concomitant reading impairment, individuals with dyslexia often exhibit behavioral impairments on low-level perceptual tasks that may involve neither reading nor language. For example, in a frequency-discrimination paradigm, typical readers demonstrate enhanced perceptual thresholds when one of the two tones in each pair is held constant throughout the experiment, whereas no such perceptual enhancement is obtained in individuals with dyslexia (Ahissar et al., 2006). Likewise, a number of studies have shown that the addition of noise is significantly more detrimental to individuals with dyslexia than controls for both auditory and
visual, verbal and non-verbal perceptual tasks (Sperling et al., 2005, 2006; Ziegler et al., 2009; Chait et al., 2007). Perhaps related to difficulty with noise-exclusion, there is some suggestion that individuals with dyslexia may experience disproportionate distraction by competing visual stimuli (Vidyasagar & Pammer, 2009; Moores, Cassim, & Talcott, 2011), although the extent of such reports remains limited. Overall, the range of tasks evincing perceptual deficits in dyslexia appears to be those in which consistent contextual information implicitly guides perceptual performance in typically developing readers (Banai & Ahissar, 2010).

1.3.3 Non-phonological theories of visual deficits in dyslexia

Although reading impairments in dyslexia are currently understood in the context of disordered phonological processing, early investigations frequently ascribed reading impairments to atypicalities in the visual system (hence "word blindness" as an archaic term for this disorder). There nevertheless exist well-developed contemporary theories of dyslexia that assert visual impairments as the principal source of reading impairment. Among these, the most prominent are the magnocellular theory of dyslexia (Stein & Walsh, 1997; which is sometimes also applied to auditory processing: Galaburda, Menard, & Rosen, 1994) and theories positing deficits in mechanisms of visual attention (Vidyasagar & Pammer, 2009).

The notion that dyslexia may involve disordered perceptual or attentional processes in vision is not without evidence. Post-mortem studies of the brains of individuals with dyslexia have revealed putative abnormalities in both the visual and auditory magnocellular pathways (Livingstone et al., 1991, Galaburda, Menard, & Rosen, 1994). Behavioral and brain-imaging studies of visual motion and contrast discrimination have shown differences between individuals with and without reading impairment (Martin & Lovegrove, 1987, Eden et al., 1996); however, like much of the evidence supporting low-level auditory deficits, more nuanced studies of low-level visual differences raise questions about whether these differences may be the spurious result of task designs in
which adaptation or noise-exclusion impairments are the actual source of a group difference (e.g., Sperling et al., 2005, 2006).

Although dyslexia may principally arise due to impaired phonological processing, visual representation and visual attention both play a substantial role in reading and reading development, and, like earlier evidence showing a causal connection between phonological processing and learning to read (Bradley & Bryant, 1983), recent evidence has begun to show the importance of visual attention abilities in successful reading development (Franceschini et al., 2012).

1.4 **Dysfunctional neural adaptation as a framework for understanding the source of a phonological deficit**

In this thesis, I advance the following framework for understanding the source of disordered phonological representations that underlie impaired reading development. First, I suggest that in dyslexia there is an impairment in the ability to learn short-term representations of phonetic consistency in speech stimuli. The inability to form short-term representations of consistency in speech sounds precludes the development of the robust, long-term, abstract phonological categories that encompass those sounds and which are necessary for the phonological awareness abilities involved in sound-to-letter mapping and underlying successful and effective reading development. Second, I suggest that this inability to construct short-term representations of phonetic consistency during speech perception represents a particular, but etiologically critical, instantiation of a generalized, fundamental impairment in learning short-term stimulus consistency in dyslexia. Finally, I suggest that such an impairment in constructing short-term representations of stimulus consistency could plausibly result from a dysfunction of a core neural learning mechanism known in auditory neuroscience as rapid cortical plasticity (Fritz et al., 2003).

The subsequent chapters present evidence to support both the restricted hypothe-
sis (that phonetic consistency learning is impaired in dyslexia) and extended hypothesis (that this is an instantiation of a global learning deficit) that constitute this framework. Chapter 2 addresses the restricted hypothesis that individuals with dyslexia are impaired in their ability to learn short-term representations of phonetic consistency during speech perception, the results of which demonstrate the fundamental nature of impaired phonological representations in dyslexia. Chapter 3 builds the bridge between the restricted hypothesis and the extended hypothesis by demonstrating a neural correlate of impaired learning of short-term phonetic consistency in the dyslexic brain. Chapter 4 presents initial evidence towards the extended hypothesis by revealing that reduced neural sensitivity to stimulus consistency in dyslexia is not limited to speech phonetics, but is evident in the diminished adaptation response to a wide range of auditory and visual, linguistic and non-linguistic stimuli. Specifically, the experiments in each of the following chapters address the following questions in turn: 

1) Whether individuals with dyslexia exhibit impaired ability to learn to use phonetic consistency in talker identification; 
2) Whether the brains of individuals with dyslexia show reduced sensitivity to phonetic consistency during speech perception; and 
3) Whether such exiguous plasticity is specific to speech phonetics, or whether impaired learning of phonetic consistency is just the most etiologically relevant example of a broader dysfunction of general purpose perceptual learning mechanisms.

*Are individuals with dyslexia impaired in their ability to learn to use phonetic consistency in talker identification?* Recall that the ability to notice consistent individual differences in phonetics contributes to significantly enhanced voice recognition abilities: Listeners recognize voices in their native language more accurately than in a language they cannot understand, and this effect is robust to training without some linguistic knowledge of the foreign language (Perrachione & Wong, 2007). Thus, enhanced recognition of native-language voices presumably results from the ability to compare idiosyncratic properties of talkers' phonetics with listeners' long-term knowledge of the phonological structure of the words those utterances contain. If phonological representa-
tions are indeed impoverished in dyslexia, it may reasonably be expected that the ability of individuals with this disorder to recognize voices will be impaired compared to control listeners with intact phonologies and typical reading ability. Moreover, this effect should be limited to only voices speaking the listeners' native language, as neither individuals with nor without dyslexia would have access to the relevant phonological representations for the foreign language speech. Indeed, this is the result observed in Experiment 1: Individuals with dyslexia are significantly impaired at native-language talker identification compared to controls, but do not differ in their ability to identify foreign language voices. Moreover, the magnitude of voice recognition abilities in dyslexia positively correlates with phonological processing abilities. Together, the experiment and results described in Chapter 2 provide compelling evidence that the ability to learn short-term consistency in speech phonetics is impaired in individuals with dyslexia.

Do the brains of individuals with dyslexia show reduced sensitivity to phonetic consistency during speech perception? We have previously entertained extensive behavioral and neurophysiological evidence that there is a considerable cognitive cost to the perception of speech from multiple, different, unpredictable talkers compared to that from a single, consistent, predictable talker. When attending to speech produced by a single talker, listeners are able to construct a correspondence between the idiosyncratic properties of that individual's speech and their own long-term representations of the sounds of language. This correspondence not only facilitates the speed and accuracy of speech perception, but it is also known to be generative in the sense that it can reliably predict the idiosyncratic properties of even previously unencountered phonemes produced by the attended talker (Theodore & Miller, 2010). Based on functional neuroimaging studies in humans, we further know that such talker adaptation is associated with reduction of the hemodynamic or electrophysiological responses to the speech of the attended talker (Knösche et al., 2002; Belin & Zatorre, 2003; Wong, Nusbaum, & Small, 2004, Kaganovich et al., 2006), presumably representing an increase in neural efficiency based on predictive coding of the relevant (auditory) perceptual space associated with that in-
individual talker. If the ability of individuals with dyslexia to learn the phonetic consistencies of individual talkers is impaired, we can reasonably hypothesize that the corresponding neural signature of talker adaptation – namely, reduced hemodynamic response to speech produced by a consistent, predictable talker – will likewise be diminished. That is, we may hypothesize that individuals with dyslexia will show less of a difference in neural response than will controls to speech produced by multiple talkers versus the speech of a single talker. Indeed, this is the result observed in Experiment 2: The magnitude of neural adaptation to a consistent talker is significantly diminished in dyslexia, reflecting a reduced sensitivity of auditory cortex to short-term phonetic consistency.

*Is exiguous plasticity specific to perceiving consistency in speech phonetics, or is it evident in the encoding of stimulus consistency across perceptual domains?* Finally, we have reviewed a number of non-reading deficits exhibited by individuals with dyslexia that lead to the supposition that impaired learning of short-term phonetic consistency (and, correspondingly, the reduced neural adaptation to this consistency) may be a salient instantiation of dysfunction in a domain-general perceptual learning mechanism supported by rapid cortical plasticity. If this is the case, we would expect to see similarly reduced neural adaptation to predictable stimulus consistency in other domains. This hypothesis is addressed in Experiment 3, in which diminished neural adaptation is observed in individuals with dyslexia to auditory and visual, linguistic and non-linguistic stimuli: spoken and written words, visual objects, and faces.

This collection of results provides substantial evidence for impaired learning of phonetic consistency as a core deficit in dyslexia, which is a strong candidate for the source of impoverished phonological representations that underlie disordered reading development. Moreover, the results of Experiment 3 provide compelling initial evidence that such a disorder is not specific to either auditory or linguistic processing, but may represent a fundamental dysfunction in the mechanisms of rapid cortical plasticity that
allow for adaptation to stimulus consistency and which support the development of robust representations of perceptual categories. Chapter 5 considers how this framework for understanding the source of impaired phonological representations is supported by an extensive literature on rapid plasticity in animal models of perceptual learning, as well as is consistent with the existing literature on the neural bases of dyslexia. Finally, Chapter 5 also describes questions that data from the present experiments are insufficient to answer, as well as makes more specific predictions as to which biological processes are reasonable targets for future research into understanding the mechanistic basis of diminished neural adaptation (and underlying rapid plasticity dysfunction) in dyslexia.
2. Phonologically-based voice recognition deficits in dyslexia

The ability to recognize people by their voice is an important social behavior. Individuals differ in the phonetic properties of their speech productions, and listeners may take advantage of their language-specific knowledge of speech phonology to perceive these differences and facilitate recognizing voices. Impaired phonological processing is characteristic of dyslexia and thought to be a basis for difficulty learning to read. We tested the voice-recognition abilities of dyslexic and control listeners for voices speaking either listeners' native language or an unfamiliar, foreign language. Individuals with dyslexia exhibited impaired voice-recognition abilities compared to controls only for voices speaking their native language. These results demonstrate the fundamental disruption of phonological representations in dyslexia and the importance of linguistic representations for voice recognition. Humans appear to identify voices by making comparisons between talkers' idiosyncratic pronunciations of words and listeners' stored abstract representations of the sounds in those words.

2.1 Introduction

The ability to recognize individual conspecifics is an adaptive trait evinced broadly among social and territorial animals, including species as diverse as horses (Proops, McComb, & Reby, 2009), penguins (Jouventin, Aubin, Lengagne, 1999), fish

---

1 Portions of this chapter were originally published as T.K. Perrachione, S.N. Del Tufo, and J.D.E. Gabrieli (2011). "Human voice recognition depends on language ability." Science, 333, 595.
Recognition of individuals from their communicative vocalizations is common across species (Insley, 2000; Janik, Sayigh, & Wells, 2006; Kazial, Kenny, & Burnett, 2008; Proops, McComb, & Reby, 2009), including humans.

The combination of discrete articulatory units (phonemes) through rule-governed constraints (phonology) makes human speech one of the most complex and prolific forms of vocal communication in the animal kingdom. Although the human vocal tract can produce a wide variety of speech sounds, languages differ in the number and types of these sounds used. During language acquisition, children become experts in perceiving the speech sounds used in their native language, while simultaneously losing the ability to distinguish foreign language speech sounds (Werker & Tees, 1984; Polka et al., 2001; Kuhl, 2004; Werker & Tees, 2005). Because of this extensive expertise with the speech sounds of their native language, listeners exhibit a "language-proficiency effect" in talker identification, in which they are more accurate at identifying voices speaking a language they understand than one they do not (Thompson, 1987; Goggin et al., 1991). This effect has been shown to depend specifically on linguistic processing, cannot be overcome without some competence in the foreign language (Perrachione & Wong, 2007), and likely involves neural processes that integrate the talker-specific idiosyncrasies of perceived speech with long-term abstract internal representations of speech sounds (Knösche et al., 2002; Kaganovich et al., 2006; Wong, Nusbaum, & Small, 2004; Perrachione, Pierrehumbert, & Wong, 2009; Chandrasekaran, Chan, & Wong, 2011; Sjerps, Mitterer, & McQueen, 2011). Specifically, by being able to compute the difference between the phonetics of an individual talker's productions and listeners' long-term abstract (phonological) representations of the speech sounds comprising an utterance, listeners gain access to a highly expository source of information about talker identity above and beyond what is available in language-independent voice-structure cues (Belin, Fecteau, & Bédard, 2004; Winters, Levi, & Pisoni, 2008; Levi, Winters, & Pisoni, 2011).

Being able to compute the differences in phonetics across individuals necessarily
requires specific, robust, abstract representations of the underlying speech sounds against which to compare any novel speech sample. Some speakers of a language may nevertheless be unable to bring such robust phonological representations to bear for talker-identification tasks. In particular, individuals with dyslexia are known to perform poorly on measures of phonological processing compared to their peers (Snowling, Wagtendonk, & Stafford 1988; Shankweiler et al., 1995). Indeed, reading difficulties in languages like English are most frequently attributed to underlying deficits in phonological processing – the representation of speech sounds and knowledge of how they can be manipulated (Bradley & Bryant, 1983; Wagner & Torgesen, 1987). However, there remains some debate about the specific nature of the phonological processing deficit in dyslexia: Are the phonological representations themselves impoverished, or do phonological processing difficulties associated with reading impairment involve a deficit in higher-level phonological awareness – the conscious, metalinguistic access to the sounds of language and how they can be manipulated (e.g., Ramus & Szenkovits, 2008)?

In the present experiment, we examine the abilities of English-speaking individuals with and without dyslexia for learning to recognize voices that speak either the listeners' native language (English) or an unfamiliar, foreign language (Mandarin Chinese). In such a task, control participants with normal reading development and phonological abilities are expected to be more accurate at voice recognition in their native language than the foreign one, as demonstrated previously (Goggin et al., 1991; Perrachione & Wong, 2007; Perrachione, Pierrehumbert, & Wong, 2009). Theories postulating different underlying disorders in dyslexia make different predictions about the patterns of voice recognition abilities these individuals will display. If dyslexia results from a core auditory processing deficit (Tallal & Piercy, 1973; Nagarajan et al., 1999; Ahissar et al., 2000; Goswami, 2011), individuals with this disorder would most likely have global deficits in voice recognition learning, due to the demanding auditory perceptual requirements of this task. Alternately, if reading impairment in dyslexia results from deficits in phonological awareness (Ramus & Szenkovits, 2008), individuals with this dis-
order should display a pattern of voice recognition abilities consistent with unimpaired control listeners, since explicit, metalinguistic phonological processing is not required in voice recognition. Finally, if dyslexia is characterized by fundamentally impoverished phonological representations themselves, then, compared to controls, individuals with this disorder should demonstrate impaired native-language voice recognition, which is facilitated by implicit phonological processing, but unimpaired foreign-language voice recognition, which does not depend on phonological processing.

2.2 Methods

2.2.1 Participants

Native English-speaking controls (N = 16; 9 female) 18-30 years of age (M = 21.2; SD = 2.98) with a self-reported history free from neurological, psychiatric, speech, language, or reading impairments were matched with individuals with dyslexia (N = 16; 8 female) between 16-38 years of age (M = 24; SD = 6.8). Inclusionary criteria for dyslexia consisted of a prior clinical diagnosis or lifelong history of reading disability and scoring below the 16th percentile (one standard deviation below the age-normed mean) on any two subtests from the following standard clinical reading and language assessments: Woodcock Reading Mastery Test-Revised (WRMT-R/NU) (Woodcock, 1998), Test of Word Reading Efficiency (TOWRE) (Torgesen, Wagner, & Rashotte, 1999), and Comprehensive Test of Phonological Processing (CTOPP) (Wagner, Torgesen, & Rashotte, 1999). Groups did not differ on cognitive performance ("Matrices" and "Block Design" from the Wechsler Abbreviated Scale of Intelligence, WASI; (Wechsler, 2008)), working memory (Wechsler Adult Intelligence Scale, WAIS-IV; (Wechsler, 1999)), age, or education (Table 2.1). All participants indicated no prior experience with Mandarin Chinese. Informed written consent, approved by the MIT Committee on the Use of Humans as Experimental Subjects, was obtained from all participants prior to participation.
<table>
<thead>
<tr>
<th>Test</th>
<th>Subtest</th>
<th>Control Raw Score</th>
<th>Control Standard Score</th>
<th>Dyslexia Raw Score</th>
<th>Dyslexia Standard Score</th>
<th>Cohen's d</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASI</td>
<td>Block Design</td>
<td>60.6 ± 7.4</td>
<td>61.4 ± 5.4</td>
<td>53.9 ± 13.4</td>
<td>57.1 ± 8.1</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td>Matrix Reasoning</td>
<td>29.8 ± 2.3</td>
<td>58.6 ± 4.7</td>
<td>29.8 ± 3.8</td>
<td>58.4 ± 6.8</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>Performance IQ</td>
<td>119.9 ± 8.5</td>
<td>116.8 ± 8.8</td>
<td>115.5 ± 11.0</td>
<td>112.2 ± 11.0</td>
<td>0.487</td>
</tr>
<tr>
<td>CTOPP</td>
<td>Elision</td>
<td>18.9 ± 1.5</td>
<td>10.9 ± 1.5</td>
<td>15.7 ± 3.4</td>
<td>8.3 ± 2.3</td>
<td>1.401</td>
</tr>
<tr>
<td></td>
<td>Blending Words</td>
<td>18.5 ± 1.4</td>
<td>12.5 ± 1.4</td>
<td>14.1 ± 3.5</td>
<td>8.9 ± 2.5</td>
<td>1.833</td>
</tr>
<tr>
<td></td>
<td>Non-word Repetition</td>
<td>15.7 ± 2.1</td>
<td>11.8 ± 1.9</td>
<td>9.7 ± 1.9</td>
<td>6.8 ± 1.3</td>
<td>3.134</td>
</tr>
<tr>
<td></td>
<td>Rapid Digit Naming</td>
<td>22.9 ± 5.1</td>
<td>10.4 ± 2.6</td>
<td>31.2 ± 8.6</td>
<td>6.9 ± 2.8</td>
<td>1.315</td>
</tr>
<tr>
<td></td>
<td>Rapid Letter Naming</td>
<td>22.8 ± 4.5</td>
<td>11.1 ± 2.7</td>
<td>35.4 ± 8.9</td>
<td>5.5 ± 2.9</td>
<td>2.072</td>
</tr>
<tr>
<td></td>
<td>Rapid Object Naming</td>
<td>39.4 ± 5.6</td>
<td>10.6 ± 3.1</td>
<td>51.7 ± 8.5</td>
<td>6.3 ± 2.1</td>
<td>1.721</td>
</tr>
<tr>
<td>WRMT-R/NU</td>
<td>Word ID</td>
<td>101.7 ± 2.8</td>
<td>112.4 ± 8.1</td>
<td>91.3 ± 6.9</td>
<td>94.2 ± 7.8</td>
<td>2.368</td>
</tr>
<tr>
<td></td>
<td>Word Attack</td>
<td>42.4 ± 1.7</td>
<td>121.3 ± 13.3</td>
<td>31.6 ± 4.4</td>
<td>92.0 ± 8.0</td>
<td>2.762</td>
</tr>
<tr>
<td>TOWRE</td>
<td>Sight Word Reading</td>
<td>99.0 ± 8.3</td>
<td>106.1 ± 11.3</td>
<td>79.9 ± 15.4</td>
<td>85.3 ± 13.0</td>
<td>1.765</td>
</tr>
<tr>
<td></td>
<td>Decoding</td>
<td>54.7 ± 6.1</td>
<td>104.8 ± 11.4</td>
<td>35.4 ± 10.7</td>
<td>76.7 ± 18.3</td>
<td>1.899</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>200.0 ± 40.9</td>
<td>106.5 ± 11.6</td>
<td>166.2 ± 21.9</td>
<td>75.4 ± 19.8</td>
<td>1.975</td>
</tr>
<tr>
<td>WAIS-IV</td>
<td>Digit Span Total</td>
<td>8.6 ± 1.5</td>
<td>9.6 ± 1.9</td>
<td>7.9 ± 1.9</td>
<td>8.8 ± 2.5</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td>Age (years)</td>
<td>21.3 ± 2.7</td>
<td>23.9 ± 6.8</td>
<td>15.3 ± 1.5</td>
<td>15.1 ± 2.4</td>
<td>0.536</td>
</tr>
<tr>
<td></td>
<td>Education (years)</td>
<td>15.3 ± 1.5</td>
<td>15.1 ± 2.4</td>
<td>15.1 ± 2.4</td>
<td>15.1 ± 2.4</td>
<td>0.286</td>
</tr>
</tbody>
</table>

**Table 2.1:** Cognitive, behavioral, and demographic assessment of participants in Experiment 1. Values are mean ± standard deviation. Cohen’s d shows the effect size of the group difference in standard scores. Diamonds (◊) denote tests used as inclusionary/exclusionary criteria for group membership. Abbreviations: WASI: Wechsler Abbreviated Scale of Intelligence, 3rd Ed.; CTOPP: Comprehensive Test of Phonological Processing; WRMT-R/NU: Woodcock Reading Mastery Test-Revised; TOWRE: Test of Word Reading Efficiency; WAIS-IV: Wechsler Adult Intelligence Scale.

### 2.2.2 Stimuli

Two sets of ten sentences designed for acoustic assessment were recorded for this experiment: one spoken in English (IEEE, 1969), the other in Mandarin (Open Speech Repository, 2005). The English sentences were read by five male native speakers of American English (aged 19-26 years, M = 21.6). The Mandarin sentences were read by five male native speakers of Mandarin Chinese (aged 21-26 years, M = 22.6). No talker read sentences in both languages, and none of the individuals recorded as talkers partici-
pated in the listening experiment. Recordings were made in a sound-attenuated chamber via a SHURE SM58 microphone using a Creative USB Sound Blaster Audigy 2 NX sound card, sampled at 22.05 kHz and normalized for RMS amplitude to 70 dB SPL. Recordings of sentences were 1.46s to 4.09s in duration (M = 2.43, SD = 0.54). In each language, five sentences were used during the familiarization and practice phases, and all ten were used during the final voice recognition test. These stimuli have been used in prior experiments of voice recognition by native speakers of English and Chinese (Perrachione & Wong, 2007; Perrachione, Pierrehumbert, & Wong, 2009).

2.2.3 Procedure

Participants learned to identify five talkers in each of two language conditions (English and Mandarin) from the sound of their voice. Each talker was associated with a distinct cartoon avatar (Fig. 2.1). Training and testing on voice recognition were completed in each language condition separately, and the order was counterbalanced across listeners. During an initial familiarization phase, participants heard each of the voices in succession while the corresponding avatars were displayed on a computer screen. Participants then actively practiced identifying the talkers with corrective feedback: The five avatars appeared on the screen while a recording from one talker was played, and participants selected the avatar matching the voice they heard. If participants selected incorrectly, the computer indicated the correct response. During the task, all instructions were presented both as text on the screen and as auditory prompts recorded by an additional female talker. The familiarization and active practice phases were repeated over five training sentences, and each sentence was practiced ten times. Following training, participants undertook a 50-item talker identification test, in which they identified the voices without feedback. Participants completed the self-paced experiment in a quiet room. Stimuli were presented binaurally at a comfortable level over Sennheiser HD-250 linear II circumaural headphones using an Edirol UA-25EX sound card.
2.3 Results

All statistical analyses were conducted in R\(^2\) v2.14.1. Participants’ accuracy on the voice recognition tests was analyzed with a $2 \times 2$ analysis of variance of a linear mixed effects model, with Condition (English vs. Mandarin; within-subjects) and Group (control vs. dyslexia; between-subjects) as random factors and participants as a fixed factor (Fig. 2.2). Dyslexic participants exhibited significantly impaired voice recognition abilities compared to controls in the native language condition, but not the foreign-language condition [Group × Condition interaction; $F(1,30) = 14.82$, $p < 0.0006$]. Because of the enhanced performance of control participants in their native language, there was better overall voice-recognition accuracy in that condition [main effect of Condition; $F(1,30) =$  

\(^2\) R: http://www.r-project.org/
10.74, \( p < 0.003 \), as well as a trend towards overall more accurate voice recognition by the control group [main effect of Group; \( F(1,30) = 2.67, p = 0.113 \)]. We confirmed this interpretation through a series of planned comparisons (all t-tests are two-tailed, and paired- or independent-sample as appropriate). The control group exhibited more accurate voice recognition in their native language than the foreign one \([t(15) = 4.52, p < 0.0005, \text{Cohen’s } d = 1.15\]). Controls were also more accurate at native-language voice recognition than the dyslexic participants \([t(30) = 3.37, p < 0.0021, d = 1.23\]), demonstrating dyslexics’ impaired ability to take advantage of the phonological cues that enhance controls’ native-language talker identification. Correspondingly, dyslexic participants’ accuracy did not differ between the two language conditions \([t(15) = 0.47, p = 0.65.\]), suggesting they employ similar (i.e., non-phonological) voice-recognition strategies regardless of whether the attended utterances were comprehensible. The two groups did not differ in their accuracy for foreign-language voices \([t(30) = 0.22, p = 0.83\]), demonstrating dyslexia had no effect on the basic auditory abilities used for voice recognition when phonological information is unavailable. All participants performed above

Figure 2.2: Mean voice recognition performance of dyslexic and control listeners (error bars: standard error of the mean). All individuals scored above chance (20%), shown as baseline.
chance (20%) in both conditions. In sum, these results demonstrate a profound impairment in voice recognition among listeners with dyslexia for native- but not foreign-language speaking talkers.

Because maximally successful native-language voice recognition is thought to depend largely on recognizing talker-specific phonetic idiosyncrasies (i.e., how each talker’s pronunciations are different and distinctive), we investigated the relationship between participants’ cognitive capacity for processing speech sounds (as measured by standardized clinical assessments of phonological processing; Wagner, Torgesen, & Rashotte, 1999) and their performance on the voice recognition task in the two languages (Fig. 2.3). Standard clinical measures of dyslexic participants’ phonological processing ability correlated positively and significantly with their ability to recognize English-speaking voices [phonological memory: $r = 0.60, p < 0.015$; phonological awareness: $r = 0.61, p < 0.012$], but not Mandarin-speaking ones [both $r > 0.33$, n.s.]. That is, listeners with dyslexia exhibiting the greatest impairment in phonological processing also exhibited the least accurate native-language voice recognition and vice-versa. This relationship was not seen in control participants.

![Figure 2.3: Relationships between voice recognition ability in dyslexia and clinical measures of phonological working memory (nonword repetition) and phonological awareness (phoneme elision) from the CTOPP, Comprehensive Test of Phonological Processing, (Wagner, Torgesen, & Rashotte, 1999).](image)
2.4 Discussion

This experiment examined voice recognition ability in English-speaking individuals with and without dyslexia. Compared to control participants with normal reading development, participants with dyslexia demonstrated significantly reduced ability for recognizing voices in a known language (English), but did not differ in the ability to recognize voices in an unknown foreign language (Mandarin). Only the control group showed canonically superior performance for their native language. Familiar-language voice-recognition performance by individuals with dyslexia was significantly related to their phonological processing abilities, such that individuals scoring higher on measures of phonological processing also were more accurate at voice recognition. This relationship was not observed in the foreign language condition.

By showing a phonologically-based voice-recognition deficit in dyslexia, these results clarify the nature of the phonological processing deficit in this disorder in three important ways. First, the fact that individuals with dyslexia exhibit impaired voice recognition abilities only in their native language and not a foreign one is inconsistent with the idea of a general, low-level auditory processing deficit in dyslexia (Ahissar et al., 2000; Goswami, 2011). If dyslexia was characterized by a core deficit in auditory processing, deficits in voice recognition would have been expected independent of linguistic content. Second, these results suggest that deficits in phonological processing are not specific either to metalinguistic tasks (e.g., conscious access to phonology, as in rhyming) or to tasks that require rapid naming (Ramus & Szenkovits, 2008). Instead, the phonological processing deficit significantly affects the ecological, self-paced, and putatively non-linguistic task of voice recognition. Third, a deficit in phonological processing is not somehow specific to integrating phonological information across sensory modalities, as is necessary during mapping between speech sounds and written text (Blau et al., 2009), as we observed the effects of impairments in phonological processing during a strictly auditory task.
It is worth distinguishing the voice-recognition impairment observed in dyslexia from classical agnosias and other deficits in social perception. There exist other disorders in which the ability to recognize individuals is impaired, including prosopagnosia for faces (Hecaen & Angelergues, 1962) and phonagnosia for voices (Van Lancker & Canter, 1982; Van Lancker & Kreiman, 1987; Hailstone et al., 2010), but these are typically either associated with specific neurological insult or are part of global deficits in object recognition. The deficit in voice recognition evinced by individuals with dyslexia does not represent a general deficit in recognition abilities, as these individuals do not demonstrate abnormal face perception (Brachacki, Fawcett, & Nicolson, 1994; Rüsseler, Johannes, & Munte, 2003; Smith-Spark & Moore, 2009), visual object recognition (Snowling, 1998), or impaired recognition of foreign-language voices. Instead, impaired voice-recognition abilities in dyslexia further demonstrate fundamentally impoverished phonological representations in this disorder, as well as the critical role of linguistic processing in human voice recognition.

Principally, these results demonstrate that there is a fundamental impairment of phonological processing in dyslexia such that individuals with this disorder are insensitive to the phonetic idiosyncrasies that exist between talkers; the ability to encode such information necessarily requires abstract phonological representations against which to compare the phonetic variation among talkers. This stands in contrast to the idea that individuals with dyslexia have a more selective disorder of phonological awareness (the metalinguistic access to phonological representations critically important for typical reading development) alone (Ramus & Szenkovits, 2008). Correspondingly, these results also bear on our understanding other behavioral and perceptual deficits observed in dyslexia. In addition to explicitly identifying individuals, voice recognition abilities allow listeners to keep track of who said what in conversations involving multiple talkers, as well as attend to a single talker when many people are speaking simultaneously, such as at the proverbial cocktail party. A deficit in voice recognition renders both of these tasks substantially more difficult, and may thus explain dyslexics' difficulties in tasks that re-
quire robust representation of the nuances of individual talkers’ phonetics, including, the perception of speech in noise (Ziegler et al., 2009, Chandrasekaran et al., 2009) and categorical perception (Serniclaes et al., 2004).

That individuals with a deficit in phonological processing exhibit a concomitant deficit in voice recognition further reveals the unique importance of humans’ linguistic capacity in our social auditory behavior. Most of our experience identifying individuals from their vocalizations involves listening to comprehensible speech, and, as such, listeners learn talkers’ identity not only from the distinctive structural features of their vocal apparatus, but also from the unique ways talkers manipulate their vocalizations to convey linguistic content. By obfuscating the link between talkers’ idiosyncratic phonetics and the abstract phonological categories they comprise – either in the stimulus, as in foreign-language speech, or in its mental representation, as in dyslexia – listeners’ ability to recognize individuals by voice is severely impaired. Although other animals use variability in communicative vocalizations to identify individual conspecifics (e.g., Lengagne et al., 2000; Janik, Sayigh, & Wells, 2006), the complex, dynamic, and culturally-specific features human listeners use to identify one another demonstrate the importance of our language capacity in shaping auditory expertise.
3. Reduced neural sensitivity in dyslexia to phonetic consistency in speech perception

Talker adaptation occurs rapidly during speech perception when listeners learn the correspondence between their long-term abstract representations of speech sounds and the idiosyncratic phonetic properties of an attended talker. Constructing this correspondence facilitates both the speed and accuracy of speech perception by reducing the cognitive, and therefore physiological, demands on the auditory perceptual system. The neurophysiological correlates of talker adaptation are evident in reduced electrophysiological or hemodynamic response to the speech of a single consistent talker versus multiple unpredictable ones. To further understand the nature of impaired phonological processing in dyslexia, in this experiment we used fMRI adaptation to measure differences between individuals with and without dyslexia in neural adaptation to phonetic consistency during a speech perception task.

3.1 Introduction

One prominent ecological source of rapid perceptual adaptation in human behavior is the phenomenon of "talker adaptation" (sometimes called "talker normalization") in speech perception. Listeners are faster and more accurate at understanding spoken language when they have adapted to an individual talker's voice (Nygaard, Sommers, & Pisoni, 1994), and the specificity of adaptation to talkers' idiosyncratic phonetic features
guides the perception of spoken words (Theodore & Miller, 2010). Functional neuroimaging experiments of speech perception have shown that listening to speech from a consistent talker results in reduced activation in auditory sensory and association cortices (Belin & Zatorre, 2003; Wong, Nusbaum, & Small, 2004; Chandrasekaran, Chan, & Wong, 2011), suggesting that rapid cortical plasticity underlies the behavioral benefits of talker adaptation. Individuals with dyslexia, however, do not utilize differences in spoken language phonetics between talkers to enhance perception (Perrachione, Del Tufo, & Gabrieli, 2011), perhaps because they are unable to learn the perceptual correspondence between talkers' idiosyncratic phonetics and long-term abstract phonological representations.

We therefore hypothesized that the magnitude of neural adaptation to the consistent phonetics of a repeated talker would be reduced in individuals with dyslexia compared to typically-reading controls. In Experiment 2, we used fMRI to compare activation between individuals with dyslexia and typically-reading control participants while they performed an auditory-word to visual-picture matching task. Auditory words were spoken either by a single, consistent talker ("Adaptation" condition) or by four different, inconsistent talkers ("No-Adaptation" condition). In the Adaptation condition, the trial-by-trial consistency in the talker's voice and phonetics should result in reduced activation in cortical areas supporting speech perception as listeners adapt to the single talker's speech across different words.

3.2 Methods

3.2.1 Participants

Two groups of adult participants were recruited for this study: (1) individuals with a prior dyslexia diagnosis or lifelong history of reading difficulties (N = 19), and (2) controls (N = 19), who had a self-reported history free from reading difficulty. All subjects were native speakers of American English and had a self-reported history free
from additional language, speech, or peripheral hearing disorders, and reported no other known psychological or neurological disorders.

To confirm participants' status as typical or impaired readers, their performance on a battery of standardized intelligence, memory, reading, and phonological measures was assessed. Performance at or below the 25th percentile on two or more subtests of timed or untimed word or nonword reading comprised inclusionary criteria for the dyslexia group. Performance at or below the 25th percentile on any one such subtest comprised exclusionary criteria from the control group. All participants scored at or above average on measures of performance IQ and working memory. Enumeration of the specific assessments used, as well as group average performance on these measures and basic demographics, are reported in Table 3.1.

### 3.2.2 Stimuli

Audio stimuli consisted of 288 monosyllabic nouns read in isolation by five adult female native English-speakers, which were recorded in a sound-attenuated chamber via a SHURE SM58 microphone. Stimuli were sampled at 44.1 kHz using an Edirol UA-25EX sound card, and normalized for RMS amplitude to 70 dB SPL using Praat¹ (Boersma, 2001). Normalized stimuli were spectrally filtered to attain frequency response equalization for binaural presentation via a pair of Sensimetrics (Malden, MA) S-14 MRI-compatible insert earphones. Recordings of words were 204ms to 1180ms in duration (M = 531, SD = 149). Of the 288 words, 36 were selected as targets, for which corresponding images were selected from a standard set (Snodgrass & Vanderwart, 1980). Images consisted of black line figures against white backgrounds, 300×300 pixels at 72dpi.

### 3.2.3 Procedure

Participants lay supine in an MRI scanner and undertook a auditory-word to visual-picture matching task during sparse-sampling fMRI. In the task, participants saw

¹ Praat: http://www.fon.hum.uva.nl/praat/
target images presented on the projection screen while listening to the isolated auditory word stimuli (Fig. 3.1). Participants' task was to press a button indicating when the word they heard matched the picture they saw. This task was performed alternately under two conditions: (1) an "Adaptation" condition, in which the auditory stimuli were produced

<table>
<thead>
<tr>
<th>Test</th>
<th>Subtest</th>
<th>Control Raw Score</th>
<th>Control Standard Score</th>
<th>Dyslexia Raw Score</th>
<th>Dyslexia Standard Score</th>
<th>Cohen's d</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASI</td>
<td>Block Design</td>
<td>62.1 ± 5.9</td>
<td>62.4 ± 4.0</td>
<td>52.3 ± 14.0</td>
<td>56.4 ± 9.2</td>
<td>0.860</td>
</tr>
<tr>
<td></td>
<td>Matrix Reasoning</td>
<td>30.9 ± 1.7</td>
<td>60.7 ± 3.4</td>
<td>29.3 ± 3.3</td>
<td>58.1 ± 7.3</td>
<td>0.453</td>
</tr>
<tr>
<td></td>
<td>Performance IQ</td>
<td>123.1 ± 5.5</td>
<td>119.7 ± 5.6</td>
<td>114.5 ± 13.8</td>
<td>112.4 ± 12.6</td>
<td>0.766</td>
</tr>
<tr>
<td>CTOPP</td>
<td>Elision</td>
<td>19.5 ± 0.7</td>
<td>11.5 ± 0.7</td>
<td>16.1 ± 2.8</td>
<td>8.5 ± 1.9</td>
<td>2.061</td>
</tr>
<tr>
<td></td>
<td>Blending Words</td>
<td>18.0 ± 1.1</td>
<td>12.0 ± 1.1</td>
<td>14.6 ± 4.1</td>
<td>9.5 ± 3.0</td>
<td>1.091</td>
</tr>
<tr>
<td></td>
<td>Non-word Repetition</td>
<td>15.3 ± 1.6</td>
<td>11.7 ± 2.7</td>
<td>10.0 ± 1.6</td>
<td>6.9 ± 1.0</td>
<td>2.456</td>
</tr>
<tr>
<td>RAN</td>
<td>Numbers</td>
<td>15.7 ± 1.6</td>
<td>113.7 ± 3.3</td>
<td>23.4 ± 5.3</td>
<td>103.1 ± 7.4</td>
<td>1.887</td>
</tr>
<tr>
<td></td>
<td>Letters</td>
<td>15.7 ± 1.6</td>
<td>113.7 ± 3.3</td>
<td>23.4 ± 5.3</td>
<td>103.1 ± 7.4</td>
<td>1.887</td>
</tr>
<tr>
<td></td>
<td>Numbers &amp; Letters</td>
<td>15.7 ± 1.7</td>
<td>112.1 ± 3.0</td>
<td>23.6 ± 6.3</td>
<td>99.9 ± 9.3</td>
<td>1.781</td>
</tr>
<tr>
<td>WRMT-R/NU</td>
<td>◊ Word ID</td>
<td>101.4 ± 3.6</td>
<td>113.0 ± 11.5</td>
<td>89.7 ± 7.5</td>
<td>91.1 ± 10.5</td>
<td>2.064</td>
</tr>
<tr>
<td></td>
<td>◊ Word Attack</td>
<td>40.7 ± 2.6</td>
<td>112.9 ± 12.5</td>
<td>31.8 ± 3.6</td>
<td>91.6 ± 6.9</td>
<td>2.217</td>
</tr>
<tr>
<td></td>
<td>Passage Comprehension</td>
<td>17.0 ± 1.6</td>
<td>116.4 ± 4.2</td>
<td>27.8 ± 8.7</td>
<td>99.7 ± 10.5</td>
<td>2.134</td>
</tr>
<tr>
<td>TOWRE</td>
<td>◊ Sight Word Reading</td>
<td>100.5 ± 4.7</td>
<td>107.1 ± 7.9</td>
<td>80.0 ± 9.0</td>
<td>83.4 ± 7.1</td>
<td>3.288</td>
</tr>
<tr>
<td></td>
<td>◊ Decoding</td>
<td>56.7 ± 5.7</td>
<td>108.5 ± 10.5</td>
<td>34.8 ± 10.4</td>
<td>79.2 ± 9.4</td>
<td>3.040</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>204.0 ± 40.5</td>
<td>109.3 ± 7.2</td>
<td>162.6 ± 15.2</td>
<td>77.5 ± 9.0</td>
<td>4.003</td>
</tr>
<tr>
<td>WJ-III</td>
<td>Fluency</td>
<td>103.6 ± 19.1</td>
<td>120.9 ± 13.2</td>
<td>64.7 ± 15.3</td>
<td>94.0 ± 10.8</td>
<td>2.318</td>
</tr>
<tr>
<td>WAIS-IV</td>
<td>Digit Span Total</td>
<td>34.4 ± 6.0</td>
<td>13.4 ± 3.3</td>
<td>25.8 ± 4.7</td>
<td>8.6 ± 2.3</td>
<td>1.733</td>
</tr>
<tr>
<td></td>
<td>Age (years)</td>
<td>22.1 ± 3.7</td>
<td>24.5 ± 5.9</td>
<td></td>
<td></td>
<td>0.494</td>
</tr>
<tr>
<td></td>
<td>Education (years)</td>
<td>15.3 ± 1.6</td>
<td>14.9 ± 2.3</td>
<td></td>
<td></td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>9 M / 10 F</td>
<td>7 M / 12 F</td>
<td></td>
<td></td>
<td>0.053 (φ)</td>
</tr>
</tbody>
</table>

**Table 3.1:** Cognitive, behavioral, and demographic assessment of participants in Experiment 2. Values are mean ± standard deviation. Cohen's *d* shows the effect size of the group difference in standard scores. Diamonds (◊) denote tests used as inclusionary/exclusionary criteria for group membership. Abbreviations: WASI: *Wechsler Abbreviated Scale of Intelligence*, 3rd Ed. (Wechsler, 2008); CTOPP: *Comprehensive Test of Phonological Processing* (Wagner, Torgesen, & Rashotte, 1999); WRMT-R/NU: *Woodcock Reading Mastery Test-Revised* (Woodcock, 1998); TOWRE: *Test of Word Reading Efficiency* (Torgesen, Wagner, & Rashotte, 1999); WAIS-IV: *Wechsler Adult Intelligence Scale* (Wechsler, 1999).
by a single, consistent talker; and (2) a "No-Adaptation" condition, in which the auditory stimuli were produced by four different, unpredictable talkers. Participants underwent four runs of this task, each of which consisted of nine blocks of each condition, as well as nine blocks of rest. The order of the conditions and rest blocks was pseudorandomized using a block-randomization procedure with the constraint that the same condition or rest did not occur in two immediately sequential blocks. Each task block (22s, four TRs) consisted of 2 target images shown in succession for 11s each. Each target image was accompanied by 8 binaural auditory word stimuli (750ms ISI, four words per TR delay), one of which matched the visual image and to which the participant pushed the button. No audio stimuli were played during image acquisition, but the target image remained on the screen. There was a 500ms delay between the end of the acoustic noise resultant from scanner acquisition and the onset of auditory stimulation. Rest blocks were also 22s (four TRs), during which participants maintained fixation on a white "+" symbol in the

Figure 3.1: Design of stimulation paradigms in Experiment 2. (a) Neural adaptation to consistency in phonetics of speech stimuli was measured during a speech perception task. A picture was shown on the projection screen while participants heard a sequence of auditory words. Participants indicated when the auditory word matched the picture (indicated here in bold, underlining). Sparse sampling was used so auditory stimuli could be presented without contamination by scanner acoustic noise; timing and duration of MR-volume acquisitions are indicated by "scan". Colored text indicates speech from multiple vocal talkers, or (b) a single, consistent talker.
center of the screen. The projector background remained at 31.25% luminance throughout the experiment. Across the four runs, the audio words and visual pictures occurred equally in the Adaptation and No-Adaptation conditions, and each of the No-Adaptation talkers was equally likely to produce any target word. Of the five voices, the one used in the Adaptation condition (and the corresponding four in the No-Adaptation condition) was permuted across participants.

3.2.4 MRI Data Acquisition

Data were acquired on a Siemens Trio 3T scanner with a 32-channel phased array head coil. A whole-head, high-resolution T1-weighted multi-echo MPRAGE anatomical volume (acquisition parameters: TR = 2350ms, TE = \{1.79ms, 3.71ms, 5.63ms, 7.55ms\}, TI = 1400ms, flip angle = 7°, FOV = 256 × 256, 176 slices, voxel resolution = 1.0 × 1.0 × 1.0mm) was acquired at the beginning of each session.

Four functional runs containing 110 volumes each were collected using sparse-sampled T2*-weighted EPI scans (acquisition parameters: TR = 5500ms, TA (acquisition time) = 2000ms, TE = 30ms, flip angle = 90°, voxel resolution = 3.125 × 3.125 × 4.0mm, FOV = 64 × 64, 32 transverse slices providing whole-brain coverage). Each run was preceded by the four additional TRs from which no data were recorded to allow for stabilization of longitudinal magnetization. Sparse-sampling (Hall et al., 1999; Belin, et al., 1999) was used to allow auditory stimuli to be presented in silence, both to avoid compression of BOLD signal dynamic range in auditory cortex due to acoustic noise in the MR environment (Gaab, Gabrieli, & Glover, 2007), as well as to avoid noise-related hearing difficulties, which often accompany dyslexia (Ziegler et al., 2009).

3.2.5 MRI Data Analysis

Cortical reconstruction and parcellation of anatomical images was performed using the default processing stream in Freesurfer\(^2\) v5.0.0 (Dale et al., 1999). Functional

\(^2\) Freesurfer: http://surfer.nmr.mgh.harvard.edu/
data were analyzed in SPM8\textsuperscript{3} using workflows in Nipype\textsuperscript{4} v0.4 (Grogolewski \textit{et al.}, 2011). Image preprocessing consisted of motion correction (rigid-body realignment to the mean EPI image from the first functional run) and spatial smoothing (6mm isotropic FWHM 3D Gaussian kernel). Motion and intensity outliers (functional volumes exceeding 1mm in differential motion or differing from the mean image intensity by $> 3$ SD) were identified using ART\textsuperscript{5} and regressed out of the hypothesized timeseries. The number of regressed outliers did not differ between the two groups [$F(1,36) = 1.73$, $p = 0.20$]. Model design was implemented using the modelgen algorithm in Nipype, and included two task regressors (for the No-Adaptation and Adaptation conditions, respectively), six motion parameters, individual regressors for any outlier volumes, five Legendre polynomial terms to account for low-frequency components of the MR-signal including scanner drift, and a constant term. Within-subject estimation of the general linear model and contrasts were conducted in participants' native EPI space.

To account for the discontinuous nature of the measured fMRI timeseries as a result of sparse-sampling, additional steps were taken to optimize the hypothesized response timeseries comprising the task regressors (Fig 3.2). For each task condition, a high temporal-resolution vector was created of the onsets of all events as unit impulse responses, where the presentation of four auditory stimuli during each 3.5s silent period was considered a single event. The onsets vector was convolved with a square-wave of the event durations, and this vector of event times and durations was then convolved with a canonical hemodynamic response function to generate the predicted BOLD response timeseries for this regressor. The resulting timeseries was resampled without filtering to include only the timepoints during which fMRI data acquisition actually occurred. In contrast to classical approaches to modeling sparse fMRI data, this approach allows for model estimation in which more than one task condition may contribute to the

\textsuperscript{3} SPM8: http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
\textsuperscript{4} Nipype: http://nipy.org/nipype
\textsuperscript{5} ART: http://www.nitrc.org/projects/artifact_detect/
Figure 3.2: Sparse-sampled fMRI model specification. (a) For each of the two task conditions (depicted by red and blue lines), a high-temporal resolution vector of event onsets (as delta functions) is convolved with a boxcar function of the event duration. (b) The resulting event-duration timeseries is convolved with a canonical hemodynamic response function to produce (c) an idealized hypothesized response timeseries. (d) This timeseries is resampled at times during which the scanner was actually acquiring data (gray shaded regions) to produce (e) the hypothesized response vector for each task condition in the general linear model design matrix.
activity at any given time point. Additionally, this approach affords significantly enhanced functional timecourse estimation via reduced model error compared to classical "boxcar" approaches to sparse fMRI model specification, based on recent computational and empirical assessments carried out by our laboratory (Ghosh et al., 2009; Perrachione, Gabrieli, & Ghosh, 2011).

The coregistration transformation between each participant's mean functional EPI volume and their T1-weighted structural image was calculated using Freesurfer's BBRegister program. The amount of coregistration error did not differ between groups \([F(1,36) = 0.132, p = 0.72]\). These transforms were applied to the contrast images from each participant's first-level analysis to insure accurate coregistration between functional data and high-resolution anatomy. Participants' high-resolution structural images were aligned to a common space (the 1mm-isotropic MNI152 template from FSL\(^6\) v4.1.6) using non-linear symmetric diffeomorphic mapping implemented in ANTS\(^7\) v.1.5 (Avants et al., 2008). The choice of this normalization algorithm was motivated by rigorous comparisons of normalization algorithms (Klein et al., 2009; 2010). The transformation matrix and deformation field from this spatial normalization were applied to each participant's coregistered first-level contrast images to align them to the common space. Second-level group comparisons were performed using SPM8 via Nipype workflows. Group-level statistics were thresholded at \(p < 0.05\) and corrected for multiple comparisons via topographic false-discovery rate (FDR) correction at \(q = 0.05\). Anatomical locations of functional effects were established using the Harvard-Oxford region atlas from FSL. To facilitate visualization of whole-brain effects, the results of these volume-based second-level analyses have been projected to the cortical surface using Freesurfer.

---

\(^6\) FSL: http://www.fmrib.ox.ac.uk/fsl/

\(^7\) ANTS: http://www.picsl.upenn.edu/ANTS/
3.3 Results

3.3.1 Task-related activation

An extensive collection of cortical and subcortical areas demonstrated task-related activation, including bilateral superior temporal gyrus (STG; including Heschl's gyrus and planum temporale), angular gyrus, middle frontal gyrus (MFG), inferior frontal gyrus (IFG; both pars triangularis and pars opercularis), precentral gyrus, supplementary motor area (SMA), fusiform gyrus, lateral occipital cortex, basal ganglia, thalamus, and sensory brainstem. Task-related deactivations (greater response during rest blocks) were observed in many regions comprising the brain's "default-mode network" (Buckner, Andrews-Hanna, & Schacter, 2008), including bilateral superior frontal gyrus, temporal pole and anterior middle temporal gyrus (MTG), lateral inferior parietal lobe, hippocampus, paracingulate cortex (medial prefrontal cortex), anterior and posterior cingulate cortex, cuneus, precuneus, lingual gyrus, and right postcentral gyrus.

The pattern of task-activated and deactivated regions was the same across the control and dyslexia groups. There were no statistically significant differences between the control and dyslexia groups in regions exhibiting task-related activity. The dyslexia group did exhibit significantly greater task-related deactivations in bilateral lingual gyrus, posterior cingulate, precuneus, and left inferior lateral parietal lobe / posterior MTG than the control group.

3.3.2 Adaptation to the phonetic consistency of a single talker

Participants in the control group exhibited widespread adaptation to speech produced by a single, consistent talker versus multiple talkers throughout cortical regions implicated in speech processing (Hickok & Poeppel, 2007), as shown in Fig. 3.3a. In particular, significant adaptation to speech from a consistent talker was observed bilaterally in superior temporal gyrus (STG), including Heschl's gyrus (HG) and planum temporale (PT), and extending into posterior middle temporal gyrus (MTG) and inferior supramarginal gyrus (SMG). Adaptation was also observed bilaterally in ventral premotor
cortex and inferior frontal gyrus (IFG) pars opercularis.

The dyslexia group also exhibited significant adaptation in bilateral STG, though its magnitude and extent was reduced compared to controls (Fig 3.3b). Unlike the control group, regions of significant adaptation did not extend into posterior MTG or inferior SMG, nor were significant clusters of adaptation observed in premotor cortex or IFG.

In both the control and dyslexia groups, a number of task-activated areas were not differentially activated between the No-Adaptation and Adaptation conditions, including brainstem, thalamus, basal ganglia, dorsal precentral gyrus, supplementary

![Figure 3.3](image)

*Figure 3.3:* Adaptation to phonetic consistency during speech perception. Individuals with dyslexia exhibited significantly diminished neural adaptation to the consistent phonetic properties of spoken language. Compared to speech produced by multiple, unpredictable talkers, speech produced by a single talker elicited widespread adaptation bilaterally throughout superior and middle temporal cortex in the control group, but the magnitude and extent of this adaptation was significantly less in the dyslexia group. *(a,b)* Within-group figures show the magnitude of adaptation (effect size of the No-Adaptation > Adaptation contrast) in each group. *(c)* Between-groups contrast shows regions where individuals with dyslexia exhibit significantly less adaptation than controls (*p* < 0.05, cluster-corrected FDR *p* < 0.05).
motor area (SMA), IFG pars triangularis, and ventral visual cortices; nor was there a difference in default-mode network deactivations. This suggests adaptation in auditory and association cortices is not epiphenomenal with respect to participants' state between the two conditions, but is specifically related to auditory language processes differentially engaged in accommodating phonetic variability versus consistency.

A direct comparison of the voxelwise magnitude of adaptation between the control and dyslexia groups revealed a significant reduction in auditory adaptation in the dyslexia group across an extensive cortical area (Fig. 3.3c). The dyslexia group exhibited significantly less adaptation in bilateral STG, including HG and PT, bilateral MTG, right IFG, and bilateral inferior SMG. The nature of this group difference was due to a larger and more consistent reduction in activity to the adapted talker vs. multiple talkers in the control group than in the dyslexia group. There were no regions in which the magnitude of adaptation in the dyslexia group significantly exceed that of the control group.

In addition to an overall group difference in the magnitude of adaptation, we investigated whether, within the dyslexia group, individual differences in reading ability and auditory cortical adaptation were related. The mean adaptation magnitude to phonetic consistency in auditory cortical areas was extracted for each participant in the dyslexia group based on the probabilistic location of Heschl's gyrus in the Harvard-Oxford brain atlas. These values were submitted to a linear mixed effects model in R\(^8\) as a random factor, with participant as a fixed factor, to test the alternative hypothesis that adaptation magnitude was positively linearly related to participants' reading ability as measured by the "Word Attack" subtest of the Woodcock Reading Mastery Test (Woodcock, 1998). Performance on this test was chosen as an index of reading proficiency because it "measures [the] ability to apply phonic and structural analysis skills to pronounce unfamiliar words," and thus captures both the phonological and orthographic decoding components of skilled reading. This model revealed a significant relationship between

\[ R: \text{http://www.r-project.org/} \]
participants’ reading ability and the magnitude of adaptation to speech stimulus consistency $[t(15) = 1.90, p < 0.04]$, as shown for left auditory cortex in Fig. 3.4. Similar results obtain in planum temporale and in corresponding right hemisphere regions.

![Figure 3.4](image)

**Figure 3.4**: Magnitude of adaptation in auditory cortices is related to out-of-scanner behavioral measures of reading ability in dyslexia. Reading proficiency, as measured by the 'Word Attack' subtest of the Woodcock Reading Mastery Test, is significantly positively related to the magnitude of adaptation in posterior auditory cortices. Individuals with dyslexia scoring higher on behavioral measures of reading ability tended to have greater adaptation in auditory cortical areas, whereas those exhibiting greater behavioral reading impairment also exhibited reduced neural adaptation to auditory stimulus consistency. The regression is indicated by the solid line; lighter dashed lines indicate the normalized population mean performance on the reading assessment, and zero adaptation (no physiological response difference between repeated and unrepeated stimuli).

### 3.4 Discussion

In this experiment we observed that the presentation of speech from a single, consistent talker resulted in a reduction in the hemodynamic response in auditory language areas compared to speech from multiple talkers, presumably reflecting perceptual adaptation while attending to the speech of the single talker. The observed physiological correlates of talker adaptation are generally consistent with previous reports of auditory adaptation during speech perception (Belin & Zatorre, 2003; Wong, Nusbaum, & Small, 2004; Chandrasekaran, Chan, & Wong, 2011).
With respect to our hypothesis, there was also a significant difference between the control and dyslexia groups in terms of the magnitude of neural adaptation to speech of an individual talker. Compared to typically-reading controls, individuals with dyslexia exhibited significantly reduced neural adaptation, presumably reflecting differential sensitivity to phonetic consistency between the two groups and consistent with the hypothesis that the ability to learn short-term phonetic consistency is impaired in dyslexia. These group differences in adaptation were observed specifically in the same task-activated auditory language areas that exhibited adaptation within each group, further suggesting that the observed effect is related specifically to the diminished ability of dyslexic participants’ auditory cortices to dynamically construct the short-term representations of phonetic consistency associated with talker adaptation. Moreover, we observed that the magnitude of adaptation in auditory cortices in the dyslexia group was significantly and positively related to their reading ability, such that individuals exhibiting the least adaptation were also those with weakest reading skills.

All together, the results from Experiment 2 are consistent with the hypothesis that individuals with dyslexia are impaired in the ability to learn the short-term patterns of phonetic consistency during speech perception that are necessary precursors to developing robust, long-term representations of phonological categories. These results are further consistent with the hypothesis that this difficulty in learning is specifically related to the diminished capacity plasticity mechanisms in sensory cortex to develop the dynamic representations of stimulus consistency associated with neural adaptation.
4. Generalized neural adaptation deficits in dyslexia

Neural systems facilitate perception by rapidly adapting to repeated, predictable features of the environment. Such perceptual facilitation for repeated relative to novel percepts is associated with rapid cortical plasticity in animal models and with reduced hemodynamic response in neuroimaging studies. Individuals with dyslexia often exhibit behavioral impairments in tasks where stimulus consistency typically enhances perception. We compared neural adaptation between typical and dyslexic young adults in multiple domains, including both auditory and visual, linguistic and non-linguistic stimuli. Compared with controls, individuals with dyslexia demonstrated significantly reduced neural adaptation to every stimulus category assessed, revealing a broad dysfunction of rapid neural adaptation independent of either sensory modality or linguistic processing. Diminished neural adaptation may indicate an underlying, generalized dysfunction of rapid cortical plasticity in this disorder. Such a deficit would impair perceptual category learning, which is critical to the development of robust phonological and orthographic categories that are the basis for reading expertise.

4.1 Introduction

Learning depends upon rapid, dynamic, and short-term neural plasticity to meet time-varying task demands (Jääskeläinen et al., 2007). In particular, neural systems adapt to consistent, predictable information about the stimulus environment to facilitate perception. The ability to dynamically adjust perceptual representations begins with transient changes to the receptive fields of neurons in sensory cortex (Fritz et al., 2003;
Edeline, Pham, & Weinberger, 1993; Froemke, Merzenich, & Schreiner, 2007; Lee & Middlebrooks, 2011), which are associated with enhanced ability to detect stimuli (Atiani et al., 2009; Ahveninen et al., 2011). If the behavioral relevance of these transient changes persists, longer-term changes are seen in the organization of respective cortical maps (Suga et al., 2002; Dinse et al., 2003), which may be a necessary component of long-term perceptual category learning (Alain et al., 2007; Adab & Vogels, 2011; Reed et al., 2011).

Although the mechanisms of rapid plasticity that facilitate long-term learning are known principally from work in animal models, the same class of mechanisms likely also supports human perceptual learning. Learning to read, in which visual symbols are learned and related to auditory representations associated with language, is one of the most remarkable and complex examples of such human learning. The demands of learning to read are evident from its lengthy and explicit educational instruction. Some individuals struggle in learning to read due to developmental dyslexia, a neurological condition that impairs the acquisition of reading skill, despite adequate intelligence, motivation, and educational opportunities (Lyon, Shaywitz, & Shaywitz, 2003; Gabrieli, 2009). In alphabetic orthographies like English, deficits in phonological processing – impaired representation of, or access to, the abstract units of spoken language – have been implicated as the principal source of reading difficulties in dyslexia (Bradley & Bryant, 1983; Vellutino et al., 2004) independent of other cognitive factors (Tanaka et al., 2011).

In addition to a core phonological deficit and concomitant reading impairment, individuals with dyslexia exhibit perceptual deficits in tasks that may involve neither reading nor language, but in which adaptation-related processes enhance the perceptual performance of typical readers. In a frequency-discrimination paradigm, typical readers demonstrate enhanced perceptual thresholds when one of the two tones in each pair is held constant throughout the experiment, whereas no such perceptual enhancement is obtained in individuals with dyslexia (Ahissar et al., 2006). Frequency-discrimination
training results in rapid changes to the receptive fields of individual neurons (Fritz et al., 2003; Edeline, Pham, & Weinberger, 1993) and the organization of auditory cortical maps (Recanzone, Schreiner, & Merzenich, 1993; Rutkowski & Weinberger, 2005) with respect to the learned tones. Likewise, a number of studies have shown that the addition of noise is significantly more detrimental to individuals with dyslexia than controls for both auditory and visual, verbal and non-verbal perceptual tasks (Sperling et al., 2005, 2006; Ziegler et al., 2009; Chait et al., 2007). In auditory cortex, the perception of stimuli in noise is facilitated by simultaneous enhancement of the neural circuits sensitive to features of the target stimulus and inhibition of those sensitive to features of the noise (Atiani et al., 2009; Ahveninen et al., 2011). Overall, the range of tasks evincing perceptual deficits in dyslexia appears to be those in which consistent contextual information implicitly guides perceptual performance in typically developing readers (Banai & Ahissar, 2010).

Given the close correspondence between adaptation-related perceptual impairments in dyslexia and behaviors known to be supported by rapid sensory cortical plasticity, we hypothesized that rapid cortical plasticity may be dysfunctional in individuals with lifelong history of reading difficulty. To interrogate rapid cortical plasticity in healthy human brains, we developed a series of experiments employing functional magnetic resonance imaging (fMRI) adaptation (Grill-Spector & Malach, 2001; Krekelberg, Boynton, & van Wezel, 2006). In these paradigms, the repetition of a stimulus typically results in a reduction of blood oxygenation level dependent (BOLD) signal in cortex containing neurons sensitive to that stimulus type (Weiner et al., 2010; Bell et al., 2011).

In Experiments 3a-d, we investigated the scope and limits of the reduced plasticity observed for consistent speech phonetics in Experiment 2. We measured differences in the fMRI BOLD signal resulting from sequences of unique, novel stimuli ("No-Adaptation" condition) versus multiple repetitions of a single stimulus ("Adaptation" condition) for auditory words (Experiment 3a), visual words (Experiment 3b), visual objects
(Experiment 3c), and faces (Experiment 3d). We hypothesized that individuals with dyslexia would exhibit reduced adaptation for auditory words, consistent with their reduced adaptation for a talker in Experiment 2. We also hypothesized that the reduced adaptation would extend to printed words, due to the relation between auditory language and visual processes that underlie learning to read. The inclusion of objects and faces allowed for a determination of the scope of the reduced adaptation. If reduced adaptation is specific to auditory and visual systems associated with language and reading, then individuals with dyslexia would exhibit typical adaptation for objects and faces. If reduced adaptation is a more general feature of dyslexia, then reduced adaptation would extend to non-linguistic stimuli. Ultimately, we observed deficient fMRI adaptation to perceptual consistency in dyslexia for every stimulus type assessed (speech phonetics, auditory words, visual words, visual objects, and faces), suggesting that a dysfunction of rapid cortical plasticity may be fundamental to dyslexia.

4.2 Methods

4.2.1 Participants

Two groups of adult participants were recruited for this study: (1) individuals with a prior dyslexia diagnosis or lifelong history of reading difficulties (N = 23), and (2) controls (N = 24), who had a self-reported history free from reading difficulty. All subjects were native speakers of American English and had a self-reported history free from additional language, speech, or peripheral hearing disorders, and reported no other known psychological or neurological disorders. The sample in Experiment 3 was unique from that of Experiment 2, with the exception of three controls and five individuals with dyslexia who participated in both. Analyses of some fMRI runs in Experiment 3 were rejected due to excessive participant motion or other artifacts, such that in Experiment 3a: N = 21 control, 21 dyslexia; Experiment 3b: N = 23 control, 23 dyslexia; Experiment 3c: N = 23 control, 23 dyslexia; Experiment 3d: N = 22 control, 22 dyslexia.
<table>
<thead>
<tr>
<th>Test</th>
<th>Subtest</th>
<th>Control Raw Score</th>
<th>Standard Score</th>
<th>Dyslexia Raw Score</th>
<th>Standard Score</th>
<th>Cohen's d</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASI</td>
<td>Block Design</td>
<td>59.7 ± 8.5</td>
<td>60.7 ± 5.6</td>
<td>54.3 ± 14.8</td>
<td>57.4 ± 9.7</td>
<td>0.425</td>
</tr>
<tr>
<td></td>
<td>Matrix Reasoning</td>
<td>30.7 ± 4.6</td>
<td>61.0 ± 14.4</td>
<td>30.9 ± 4.4</td>
<td>61.0 ± 14.7</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>Performance IQ</td>
<td>118.9 ± 9.4</td>
<td>116.0 ± 9.1</td>
<td>115.7 ± 13.3</td>
<td>113.6 ± 12.0</td>
<td>0.234</td>
</tr>
<tr>
<td>CTOPP</td>
<td>Elision</td>
<td>19.3 ± 0.9</td>
<td>11.3 ± 0.9</td>
<td>16.3 ± 3.1</td>
<td>8.7 ± 2.1</td>
<td>1.703</td>
</tr>
<tr>
<td></td>
<td>Blending Words</td>
<td>18.2 ± 1.1</td>
<td>12.0 ± 1.4</td>
<td>14.4 ± 3.5</td>
<td>9.0 ± 2.7</td>
<td>1.412</td>
</tr>
<tr>
<td></td>
<td>Non-word Repetition</td>
<td>14.2 ± 1.7</td>
<td>10.5 ± 2.5</td>
<td>10.8 ± 2.5</td>
<td>7.3 ± 1.2</td>
<td>1.679</td>
</tr>
<tr>
<td>RAN</td>
<td>Numbers</td>
<td>16.2 ± 3.1</td>
<td>113.6 ± 5.4</td>
<td>23.9 ± 11.4</td>
<td>100.7 ± 13.5</td>
<td>1.281</td>
</tr>
<tr>
<td></td>
<td>Letters</td>
<td>16.2 ± 3.1</td>
<td>113.6 ± 5.4</td>
<td>23.9 ± 11.4</td>
<td>100.7 ± 13.5</td>
<td>1.281</td>
</tr>
<tr>
<td></td>
<td>Numbers &amp; Letters</td>
<td>16.3 ± 3.1</td>
<td>110.7 ± 4.8</td>
<td>23.3 ± 6.9</td>
<td>100.6 ± 11.0</td>
<td>1.225</td>
</tr>
<tr>
<td>WRMT-R/NU</td>
<td>◊ Word ID</td>
<td>100.5 ± 3.3</td>
<td>109.7 ± 9.3</td>
<td>88.1 ± 7.3</td>
<td>89.7 ± 8.6</td>
<td>2.291</td>
</tr>
<tr>
<td></td>
<td>◊ Word Attack</td>
<td>39.1 ± 3.3</td>
<td>107.9 ± 13.8</td>
<td>29.5 ± 4.8</td>
<td>87.0 ± 6.0</td>
<td>1.994</td>
</tr>
<tr>
<td></td>
<td>Passage Comprehension</td>
<td>17.9 ± 4.0</td>
<td>115.8 ± 8.0</td>
<td>26.2 ± 7.7</td>
<td>101.4 ± 10.6</td>
<td>1.580</td>
</tr>
<tr>
<td>TOWRE</td>
<td>◊ Sight Word Reading</td>
<td>100.2 ± 5.1</td>
<td>106.5 ± 8.5</td>
<td>77.2 ± 16.0</td>
<td>84.0 ± 10.9</td>
<td>2.369</td>
</tr>
<tr>
<td></td>
<td>◊ Decoding</td>
<td>58.4 ± 2.7</td>
<td>107.9 ± 7.8</td>
<td>32.7 ± 10.9</td>
<td>76.7 ± 10.6</td>
<td>3.430</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>214.4 ± 11.6</td>
<td>108.6 ± 7.1</td>
<td>159.5 ± 19.8</td>
<td>75.7 ± 11.8</td>
<td>3.494</td>
</tr>
<tr>
<td>WJIII</td>
<td>Fluency</td>
<td>104.8 ± 22.1</td>
<td>123.3 ± 17.4</td>
<td>70.9 ± 16.4</td>
<td>98.0 ± 11.9</td>
<td>1.697</td>
</tr>
<tr>
<td>WAIS-IV</td>
<td>Digit Span Total</td>
<td>32.6 ± 5.1</td>
<td>12.3 ± 2.8</td>
<td>24.6 ± 3.8</td>
<td>8.1 ± 1.9</td>
<td>1.776</td>
</tr>
<tr>
<td></td>
<td>Age (years)</td>
<td>22.3 ± 3.4</td>
<td>22.3 ± 4.4</td>
<td>22.3 ± 4.4</td>
<td>22.3 ± 4.4</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Education (years)</td>
<td>15.5 ± 1.7</td>
<td>14.9 ± 1.9</td>
<td>14.9 ± 1.9</td>
<td>14.9 ± 1.9</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>12 M / 12 F</td>
<td>4 M / 19 F</td>
<td>4 M / 19 F</td>
<td>4 M / 19 F</td>
<td>0.299 (φ)</td>
</tr>
</tbody>
</table>

Table 4.1: Cognitive, behavioral, and demographic assessment of participants in Experiment 3. Values are mean ± standard deviation. Cohen's d shows the effect size of the group difference in standard scores. Diamonds (◊) denote tests used as inclusionary/exclusionary criteria for group membership. Abbreviations: WASI: Wechsler Abbreviated Scale of Intelligence, 3rd Ed. (Wechsler, 2008); CTOPP: Comprehensive Test of Phonological Processing (Wagner, Torgesen, & Rashotte, 1999); WRMT-R/NU: Woodcock Reading Mastery Test-Revised (Woodcock, 1998); TOWRE: Test of Word Reading Efficiency (Torgesen, Wagner, & Rashotte, 1999); WAIS-IV: Wechsler Adult Intelligence Scale (Wechsler, 1999).

To confirm participants' status as typical or impaired readers, their performance on a battery of standardized intelligence, memory, reading, and phonological measures was assessed. Performance at or below the 25th percentile on two or more subtests of timed or untimed word or nonword reading comprised inclusionary criteria for the dyslexia group. Performance at or below the 25th percentile on any one such subtest
comprised exclusionary criteria from the control group. All participants scored at or above average on measures of performance IQ and working memory. Enumeration of the specific assessments used, as well as group average performance on these measures and basic demographics, are reported in Table 4.1.

4.2.2 Stimuli

4.2.2.1 Experiment 3a – Spoken Words

Audio stimuli consisted of 180 monosyllabic nouns read in isolation by one adult female native-English speaker and were recorded in a sound-attenuated chamber via a SHURE SM58 microphone. Stimuli were sampled at 44.1 kHz using an Edirol UA-25EX sound card, and normalized for RMS amplitude to 70 dB SPL using Praat\(^1\) (Boersma, 2001). Normalized stimuli were spectrally filtered to attain frequency response equalization for binaural presentation via a pair of Sensimetrics (Malden, MA) S-14 MRI-compatible insert earphones. Recordings of words were 234-591ms in duration (M = 425ms, SD = 66ms). 160 words were assigned to the "No-Adaptation" condition, and 20 were assigned to the "Adaptation" condition. Target stimuli consisted of 20 items from each condition whose recordings were time-reversed using Praat.

4.2.2.2 Experiment 3b – Written Words

Orthographic stimuli consisted of 180 monosyllabic nouns, written in bold 18 pt Arial font on a white background of 256×256 pixels at 72dpi. Words were 3-5 letters in length (mode = 4). 160 words were assigned to the "No-Adaptation" condition, and 20 were assigned to the "Adaptation" condition. Target stimuli consisted of 20 trials in each condition in which the images were vertically inverted.

4.2.2.3 Experiment 3c – Objects

Visual object stimuli consisted of 180 color photographs of individual objects in

---

\(^1\) Praat: [http://www.fon.hum.uva.nl/praat/](http://www.fon.hum.uva.nl/praat/)
isolation on a white background, 256×256 pixels at 72dpi. Only objects with unambiguous vertical orientations were selected (e.g., a car or tree, not a pencil or grapefruit). 160 objects were assigned to the "No-Adaptation" condition, and 20 were assigned to the "Adaptation" condition. Target stimuli consisted of 20 trials in each condition in which the images were vertically inverted.

4.2.2.4 Experiment 3d – Faces

Faces stimuli consisted of 180 greyscale photographs of individuals, cropped close to the face without excessive hair or backgrounds, and were 256×256 pixels at 72dpi. 160 faces were assigned to the "No-Adaptation" condition, and 20 were assigned to the "Adaptation" condition. Target stimuli consisted of 20 trials in each condition in which the images were vertically inverted.

4.2.3 Procedure

4.2.3.1 Experiment 3a – Spoken Words

Participants lay supine in an MRI scanner and undertook two runs of an auditory deviant-detection task during continuous-sampling fMRI. Each run consisted of 10 blocks of the "Adaptation" condition, in which the same auditory word was presented 8 times in succession; 10 blocks of the "No-Adaptation" condition, in which 8 different words were presented; and 10 blocks of rest. During the task, participants were asked to fixate on a white "+" symbol in the center of the screen, which dimmed slightly during rest blocks to indicate no auditory stimuli were to be expected. The projector background remained at 31.25% luminance throughout the experiment. Auditory stimuli were presented binaurally in blocks of 8 with a duration of 1200ms between the onset of subsequent stimuli. One stimulus in each block was time-reversed; participants indicated detection of these deviant stimuli by button press (Fig. 4.1a,b).

4.2.3.2 Experiment 3b-d – Written Words, Objects, and Faces

Participants completed two runs each of the three visual stimulus categories. For
each of these tasks, participants lay supine in an MRI scanner and performed a visual deviant-detection task during continuous-sampling fMRI. Each run consisted of 10 blocks of the "Adaptation" condition, in which the same visual stimulus was presented 8 times in succession; 10 blocks of the "No-Adaptation" condition, in which 8 different stimuli were presented; and 10 blocks of rest. During the task, visual stimuli were presented in blocks of 8. Each stimulus remained on the screen for 700ms, with a 500ms inter-trial interval between subsequent stimuli. One stimulus in each block was vertically inverted; participants indicated detection of these deviant stimuli by button press (Fig. 4.1c-h). During rest blocks, participants were asked to fixate on a white "+" symbol in the center of the screen and wait for the images to begin again. The projector background remained at 31.25% luminance throughout the experiment.

![Design of stimulation paradigms in Experiment 3.](image)

**Figure 4.1:** Design of stimulation paradigms in Experiment 3. (a) Participants detected a deviant auditory stimulus (spoken words) which was time-reversed, under two conditions: a block of multiple, different words, or (b) a block of a single word repeated eight times. (c,d) Adaptation to text was measured by the presentation of multiple, different written words versus a single, repeated one. (e,f) Adaptation to visual objects was measured by the presentation of multiple, different object photographs versus a single, repeated one. (g,h) Adaptation to faces was measured by the presentation of multiple, different face photographs versus a single, repeated one. In all visual tasks in Experiment 3, participants detected a deviant (vertically inverted) stimulus, indicated here in red outline.
4.2.4 MRI Data Acquisition

Data were acquired on a Siemens Trio 3T scanner with a 32-channel phased array head coil. A whole-head, high-resolution T1-weighted multi-echo MPRAGE anatomical volume (acquisition parameters: TR = 2350ms, TE = {1.79ms, 3.71ms, 5.63ms, 7.55ms}, TI = 1400ms, flip angle = 7º, FOV = 256 × 256, 176 slices, voxel resolution = 1.0 × 1.0 × 1.0mm) was acquired at the beginning of each session.

Two functional runs containing 146 volumes each were collected for each of the four stimulus types (speech, text, objects, and faces) using continuously-sampled T2*-weighted EPI scans (acquisition parameters: TR = 2000ms, TE = 30ms, flip angle = 90º, voxel resolution = 3.0 × 3.0 × 3.0mm, FOV = 64 × 64, 32 transverse slices providing whole-brain coverage). Each run was preceded by the five additional TRs from which no data were recorded to allow for stabilization of longitudinal magnetization.

4.2.5 MRI Data Analysis

Cortical reconstruction and parcellation of anatomical images was performed using the default processing stream Freesurfer\(^2\) v5.0.0 (Dale et al., 1999). Functional data were analyzed in SPM8\(^3\) using workflows in Nipype\(^4\) v0.4 (Grogolewski et al., 2011). Image preprocessing consisted of motion correction (rigid-body realignment to the mean EPI image from the first functional run) and spatial smoothing (6mm isotropic FWHM 3D Gaussian kernel). Motion and intensity outliers (functional volumes exceeding 1mm in differential motion or differing from the mean image intensity by > 3 SD) were identified using ART\(^5\) and regressed out of the hypothesized timeseries. The number of regressed outliers did not differ between the two groups in any of the 4 stimulus conditions \(F(1,46) = 0.02, p = 0.88\). Model design was implemented using the modelgen algorithm in Nipype, and included, for each run, two task regressors (for the No-Adapta-

\(^2\) Freesurfer: http://surfer.nmr.mgh.harvard.edu/
\(^3\) SPM8: http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
\(^4\) Nipype: http://nipy.org/nipype
\(^5\) ART: http://www.nitrc.org/projects/artifact_detect/
tion and Adaptation conditions, respectively), six motion parameters, individual regressors for any outlier volumes, two Legendre polynomial terms to account for low-frequency components of the MR-signal including scanner drift, and a constant term. Within-subject estimation of the general linear model and contrasts were conducted in participants' native EPI space.

The coregistration transformation between each participant's mean functional EPI volume and their T1-weighted structural image was calculated using Freesurfer's BBRegister program. The amount of coregistration error did not differ between groups for any of the 4 tasks \( F(1,46) = 0.46, p = 0.50 \). These transforms were applied to the contrast images from each participant's first-level analysis to insure accurate coregistration between functional data and high-resolution anatomy. Participants' high-resolution structural images were aligned to a common space (the 1mm-isotropic MNI152 template from FSL\(^6\) v4.1.6) using nonlinear symmetric diffeomorphic mapping implemented in ANTS\(^7\) v.1.5 (Avants et al., 2008). The choice of this normalization algorithm was motivated by rigorous comparisons of normalization algorithms (Klein et al., 2009; 2010). The transformation matrix and deformation field from this spatial normalization were applied to each participant's coregistered first-level contrast images to align them to the common space. Second-level group comparisons were performed using SPM8 via Nipype workflows. Group-level statistics were thresholded at \( p < 0.05 \) and corrected for multiple comparisons via topographic false-discovery rate (FDR) correction at \( q = 0.05 \). Anatomical locations of functional effects were established using the Harvard-Oxford region atlas from FSL.

---

\(^6\) FSL: http://www.fmrib.ox.ac.uk/fsl/

\(^7\) ANTS: http://www.picsl.upenn.edu/ANTS/
4.3 Results

4.3.1 Experiment 3a: Spoken Words

4.3.1.1 Task-related activation

An extensive collection of cortical and subcortical areas demonstrated task-related activation, including bilateral superior temporal gyrus (STG; including Heschl's gyrus and planum temporale), posterior supramarginal gyrus, inferior frontal gyrus (IFG; both pars triangularis and pars opercularis), precentral gyrus, putamen, thalamus, sensory brainstem, and medial posterior cerebellar hemispheres. Task-related deactivations (greater response during rest blocks) were more extensive than in Experiment 2, and were observed both in visual areas (including intra- and supracalcarine cortex, lateral occipital cortex, fusiform gyrus, and lingual gyrus) and in regions of the default-mode network, including bilateral superior frontal gyrus, anterior middle temporal gyrus (MTG), lateral inferior parietal lobe, hippocampus, paracingulate cortex (medial prefrontal cortex), anterior and posterior cingulate cortex, cuneus, precuneus, and postcentral gyrus (especially on the right).

The pattern of task-activated and deactivated regions were highly similar between the control and dyslexia groups. There were no statistically significant differences between the control and dyslexia groups in cortical or subcortical regions exhibiting task-related activity. The dyslexia group exhibited significant activation of the cerebellar vermis, whereas the control group did not, and this difference was significant; the dyslexia group also exhibited significantly less deactivation of lingual gyrus compared to controls.

4.3.1.2 Adaptation to repetition of spoken words

Participants in the control group exhibited widespread adaptation to the repetition of a single auditory word versus multiple, different words (all spoken by the same talker) as shown in Fig. 4.2a. These regions closely paralleled those from Experiment 2, including bilateral STG, left PT, and posterior MTG, though also extending further into
anterior MTG. Significant adaptation was also observed in bilateral IFG pars triangularis (cf. Experiment 2), orbitofrontal cortex, anterior cingulate gyrus, fusiform gyrus, inferior lateral occipital cortex (LOC), hippocampus, and putamen.

The dyslexia group also exhibited areas of significant adaptation in bilateral superior temporal lobe, though primarily restricted to anterior superior temporal sulcus (STS), which were of reduced magnitude and less posterior or dorsal extent than in the control group (Fig. 4.2b). Adaptation was also seen bilaterally in IFG pars triangularis and orbitofrontal cortex.

In both the control and dyslexia groups, significant enhancement (greater activation following multiple repetitions of a single word) was seen in left anterior SMG. The

![Brain images](image)

**Figure 4.2**: Adaptation to auditory (spoken) words. (a,b) Within-group figures show the magnitude of adaptation (effect size of the No-Adaptation > Adaptation contrast) in each group. Individuals in the control group demonstrated widespread cortical adaptation to repeated auditory words, including in bilateral STG, MTG, and IFG. The magnitude and extent of adaptation was comparatively less in individuals with dyslexia. (c) Between-groups contrast shows that individuals with dyslexia exhibited significantly less adaptation than controls in bilateral STG, posterior MTG, and ventral somatomotor cortex. ($p < 0.05$, cluster-corrected FDR $p < 0.05$)
dyslexia group also demonstrated significant enhancement in bilateral HG, whereas adaptation was seen in this region in controls. In both the control and dyslexia groups, adaptation did not extend to other task-activated areas, including right PT, bilateral IFG pars opercularis, and precentral gyrus, nor was there a difference between conditions in default-mode network deactivations.

Compared to the magnitude of adaptation in the control group, the dyslexia group exhibited several regions of significantly reduced adaptation (Fig. 4.2c), including bilateral STG (including HG), left PT, bilateral posterior MTG, fusiform gyrus, central sulcus, and putamen. The nature of this group difference was due to a larger and more consistent reduction in activity to a repeated word vs. multiple unrepeated words in the control group than in the dyslexia group. There were no regions in which the magnitude of adaptation in the dyslexia group significantly exceeded that of the control group.

4.3.2 Experiment 3b: Text

4.3.2.1 Task-related activation

Regions exhibiting significant task-related activity to viewing text including inferior lateral occipital cortex, fusiform gyrus, superior angular gyrus, superior posterior supramarginal gyrus, inferior frontal gyrus (IFG; principally pars opercularis), precentral gyrus, putamen, left caudate. Task-related deactivations (greater response during rest blocks) were extensive and included both in auditory areas (bilateral superior temporal gyrus, including Heschl's gyrus) and in regions of the default-mode network, including bilateral superior frontal gyrus, temporal pole and anterior middle temporal gyrus (MTG), lateral inferior parietal lobe, paracingulate cortex (medial prefrontal cortex), anterior and posterior cingulate cortex, cuneus, precuneus, and postcentral gyrus (especially on the right).

The pattern of task-activated and deactivated regions was similar between the control and dyslexia groups. Additional significant task-related activation was observed in the dyslexia group in supplementary motor area (SMA) and thalamus; activation in
these areas was not seen in the control group, and these group differences were statistically significant. The dyslexia group additionally exhibited significantly greater task-related activation in left IFG and bilateral basal ganglia than the control group. Greater task-related deactivation was observed in bilateral lingual gyrus and supra- and intracalcarine cortex in controls compared to the dyslexia group.

4.3.2.2 Adaptation to repetition of written words

The repetition of a single written word versus multiple, different words resulted in widespread adaptation in the control group, as shown in Fig. 4.3a. Significant adaptation was observed bilaterally in fusiform gyrus, lingual gyrus, inferior LOC, SMA, middle frontal sulcus, sensory brainstem, and basal ganglia. Adaptation in fusiform gyrus, SMA, and middle frontal sulcus exhibited leftward asymmetry. Left-lateralized adaptation was observed in precentral gyrus, IFG (pars triangularis and opercularis), hippocampus, posterior MTG, anterior STS, and posterior STG (including PT).

Adaptation to text in the dyslexia group was pronouncedly reduced in both extent and magnitude (Fig. 4.3b). Here, significant adaptation was limited to left anterior STS, left IFG (pars triangularis and opercularis) and bilateral basal ganglia. Though some adaptation was observed in left fusiform gyrus, it did not reach significance after correcting for multiple comparisons. The dyslexia group also exhibited significant enhancement (greater activation following multiple repetitions of a single word) in bilateral precuneus, right temporooccipital MTG, and right angular gyrus; similar clusters on the left did not reach significance after multiple comparison corrections. Neural enhancement in dyslexia following repeated presentations of text stimuli has been reported previously (Pugh et al., 2008). No significant enhancement was seen in the control group.

Compared to the magnitude of adaptation in the control group, the dyslexia group exhibited several regions of significantly reduced adaptation (Fig. 4.3c), including left PT, left posterior MTG, left fusiform gyrus, right angular gyrus, and bilateral precuneus. These group differences resulted from differences in the magnitude of adaptation be-
tween groups in fusiform gyrus and PT, and a difference in the direction of the repetition effect (adaptation for the control group, enhancement for the dyslexia group) in MTG and angular gyrus. In no location did the magnitude of adaptation in the dyslexia group significantly exceed that of the control group.

**Figure 4.3**: Adaptation to repetition of written words (text). (a,b) Within-group figures show the magnitude of adaptation (effect size of the No-Adaptation > Adaptation contrast) in each group. Individuals in the control group demonstrated widespread cortical adaptation to repeated visual words, including left IFG, left PT, supramarginal gyrus, fusiform gyrus, ITG, STG, and posterior MTG. The magnitude and extent of adaptation was comparatively less in individuals with dyslexia, especially in posterior regions. In both groups, adaptation to text was strongly left-lateralized. (c) Between-groups contrast shows that individuals with dyslexia exhibited significantly less adaptation than controls in left PT, supramarginal gyrus, MTG, and fusiform gyrus. ($p < 0.05$, cluster-corrected FDR $p < 0.05$).

### 4.3.3 Experiment 3c: Visual objects

#### 4.3.3.1 Task-related activation

Strong activation in response to viewing visual objects was observed throughout visual, frontal, and subcortical brain networks, including: lateral occipital cortex, fusiform gyrus, inferior temporal gyrus, posterior parahippocampal gyrus, orbitofrontal cortex, inferior and middle frontal gyri, supplementary motor area, precentral gyrus, posterior supramarginal gyrus, basal ganglia, thalamus, sensory brainstem, and cerebellar vermis. Task-related deactivations (greater activation during rest blocks) were observed in auditory cortices and the canonical default-mode network, including anterior middle
temporal gyrus, postcentral gyrus (especially on the right), inferior lateral parietal lobe, precuneus, paracingulate (medial prefrontal cortex) and anterior and posterior cingulate cortex.

The pattern of task-related brain activity was highly similar between the control and dyslexia groups. There were no regions in which the control group exhibited greater activation than the dyslexia group. Individuals with dyslexia, meanwhile, exhibited significantly greater task-related activation than controls in left IFG (pars triangularis), bilateral caudate, cerebellar vermis, thalamus, fusiform gyrus, and left posterior MTG.

4.3.3.2 Adaptation to repetition of visual objects

The repetition of a single photograph of an isolated object versus multiple, different objects resulted in the largest and most extensive adaptation of any of the stimulus types. Significant adaptation was observed in the control group bilaterally throughout the visual system, including superior and inferior LOC, intracalcarine cortex, lingual gyrus, fusiform gyrus, posterior inferior temporal gyrus (ITG), parahippocampal gyrus, and thalamus (Fig. 4.4a). Significant adaptation was also observed bilaterally in orbitofrontal cortex, dorsal paracingulate gyrus, medial superior frontal gyrus, middle frontal sulcus, dorsal IFG, superior parietal lobule, putamen, and hippocampus. Regions of task-activated cortex not exhibiting significant adaptation included precentral gyrus, ventral postcentral gyrus, and right posterior MTG. A limited number of regions exhibiting enhancement consisted predominately of task-deactivated regions, including medial prefrontal cortex, posterior cingulate, precuneus, and middle temporal sulcus; this pattern reveals greater deactivation of default-mode network during the No-Adaptation blocks.

Adaptation was observed in the dyslexia group in all the same regions as the control group (Fig. 4.4b), though its magnitude was less. The dyslexia group also exhibited adaptation in two regions the control group did not: medial prefrontal cortex and left middle temporal sulcus. Both of these regions are typically part of the default network,
and both exhibited canonical task-related deactivation in the dyslexia group. The dyslexia group likewise exhibited enhancement in all the same regions as the control group, with the exception of medial prefrontal cortex.

Compared to the magnitude of adaptation in the control group, the dyslexia group exhibited significantly reduced adaptation in superior and inferior LOC (Fig. 4.4c) – the cortical regions shown to be sensitive to physical objects (Malach et al., 1995). The nature of this group difference was due to a larger and more consistent reduction in activity to a repeated object vs. multiple unrepeated objects in the control group than in the dyslexia group. Significantly greater adaptation in the dyslexia group than control was observed in medial prefrontal cortex, right middle temporal sulcus, and right ventral pre-

![Figure 4.4](image.png)

**Figure 4.4**: Adaptation to repetition of visual objects. (a,b) Within-group figures show the magnitude of adaptation (effect size of the No-Adaptation > Adaptation contrast) in each group. Individuals in the control group demonstrated widespread cortical adaptation to repeated visual objects throughout the ventral visual system. Individuals with dyslexia exhibited adaptation in similar regions, though its magnitude was comparatively less. (c) Between-groups contrast shows that individuals with dyslexia exhibited significantly less adaptation than controls in inferior LOC bilaterally. ($p < 0.05$, cluster-corrected FDR $p < 0.05$). The posterior surfaces of inflated brains are shown.
central gyrus – all regions exhibiting task-related deactivations in both groups. These results indicate adaptation deficits in dyslexia are not limited to tasks involving overt linguistic processes, but extent to basic visual perceptual tasks, as well.

4.3.4 **Experiment 3d: Faces**

4.3.4.1 **Task-related activation**

Like visual objects, viewing faces elicited strong and widespread task-related activation in visual and frontal cortices. Significant task-related activation was observed bilaterally in inferior lateral occipital cortex, fusiform gyrus, orbitofrontal cortex, anterior insula, supplementary motor area, precentral gyrus, basal ganglia, thalamus, sensory brainstem, and right inferior frontal gyrus (IFG). In contrast to other stimulus conditions, significant task-related activation to faces was also seen in hippocampus. Task-related deactivation (greater activation during rest blocks) was observed in canonical default-mode areas, including bilateral superior frontal gyrus, anterior middle temporal gyrus (MTG), lateral inferior parietal lobe, paracingulate cortex (medial prefrontal cortex), anterior and posterior cingulate cortex, cuneus, precuneus, and postcentral gyrus (especially on the right). Deactivation was also observed in supra- and intracalcarine cortex and bilateral auditory cortices.

The pattern of task-related activation to viewing faces was highly similar between the control and dyslexia groups. There were no significant differences in task-activated areas between the two groups. The dyslexia group exhibited significantly greater deactivation than the control group in bilateral auditory areas, posterior cingulate, cuneus, and lingual gyrus.

4.3.4.2 **Adaptation to repetition of faces**

The repetition of a single photograph of a face versus multiple, different faces likewise resulted in large and extensive adaptation in the control group. Significant adaptation was observed bilaterally throughout the visual system, including fusiform
gyrus, superior and inferior LOC, supra- and intracalcarine cortex, lingual gyrus, and temporal pole (Fig. 4.5a), as well as dorsal left IFG and bilateral putamen. Significant adaptation was also observed bilaterally in hippocampus and amygdala, most prominently in the right hemisphere. Regions of task-activated cortex not exhibiting significant adaptation included right IFG, orbitofrontal cortex, caudate, and sensory brainstem. No regions exhibited significant enhancement in either the control or dyslexia group to repeated face stimuli.

Adaptation to repeated faces in the dyslexia group was of substantially reduced extent and magnitude (Fig. 4.5b). Significant adaptation was observed in the dyslexia group in superior and inferior LOC, fusiform gyrus, lingual gyrus, and ITG. Adaptation was also observed in orbitofrontal cortex, but was not significant following multiple comparisons correction. Regions of task-activated cortex not exhibiting significant adaptation in the dyslexia group included right IFG, occipital pole, superior parietal lobule, bilateral amygdala, and bilateral putamen.

Compared to the magnitude of adaptation in the control group, the dyslexia group exhibited significantly reduced adaptation throughout face-sensitive brain areas (Fig.

Figure 4.5: Adaptation to repetition of faces. (a,b) Within-group figures show the magnitude of adaptation (effect size of the No-Adaptation > Adaptation contrast) in each group. Individuals in the control group demonstrated adaptation to repeated faces in canonical cortical and subcortical face processing areas, including fusiform gyrus, LOC, right hippocampus and amygdala. Individuals with dyslexia exhibited adaptation in similar regions, though its magnitude was comparatively less. (c) Between-groups contrast shows that individuals with dyslexia exhibited significantly less adaptation than controls in bilateral fusiform gyrus, LOC, and right amygdala. (p < 0.05, cluster-corrected FDR p < 0.05). The ventral surfaces of inflated brains are shown.
4.5c), including fusiform gyrus, inferior LOC, temporal pole, and insula (all bilaterally), as well as right amygdala, right hippocampus, and right putamen. The nature of this group difference was due to a larger and more consistent reduction in activity to a repeated face vs. multiple unrepeated faces in the control group than in the dyslexia group. In no location did the magnitude of adaptation in the dyslexia group significantly exceed that of the control group.

To address the possibility that group differences in adaptation are artifactually due to differences in the consistency of localized regions of adaptation effects – rather than differences in the magnitude of adaptation – we further investigated whether the rapid adaptation deficit in the dyslexia group was evident in individually-defined cortical areas selective for face stimuli. The posterior fusiform gyrus is known to contain a region termed the "fusiform face area" (FFA), which exhibits reliably preferential response to faces versus other visual stimuli (Kanwisher, McDermott, & Chun, 1997; Kanwisher & Yovel, 2006). We localized the FFA in each participant individually, and calculated the change in responsiveness of each individual's FFA between the No-Adaptation and Adaptation conditions (Fig. 4.6).

To localize FFA in individual participants, an additional, separate analysis of the data from Experiment 3 was performed in which all four tasks (eight fMRI runs) were included in first-level design matrix of the general linear model for each subject. Model design and estimation otherwise remained as described in §4.2.5. The FFA was localized in individual participants by contrasting activation to faces vs. activation to objects and words and visually identifying the anterior-most discrete face-selective cluster in the occipitofusiform region. The FFA was successfully localized in 22 participants in the dyslexia group and 18 participants in the control group. The probability of localizing an FFA did not differ by group [$\chi^2 = 0.63, p = 0.43, n.s.$] The control and dyslexia groups did not differ with respect to the threshold (p-value) at which a discrete FFA cluster could be localized [two-tailed independent-sample t-test, $t(38) = 0.06, p = 0.95, n.s.$], nor in the volume of the FFA [two-tailed independent-sample t-test, $t(38) = 0.65, p = 70$]
suggesting no difference in the selectivity of cortex specialized for faces between the two groups. This is consistent with previous neuroimaging studies of visual processing in dyslexia that find no difference visual activity related to viewing faces (Brachacki, Fawcett, & Nicolson, 1994; Rüsseler, Johannes, & Munte, 2003; Smith-Spark & Moore, 2009). For each participant, the mean effect size of all voxels within the FFA was computed from the Adaptation and No-Adaptation conditions of the original analysis.

The magnitude of adaptation observed in the dyslexia group was again significantly reduced compared to the control group in brain areas identified specifically for their selectivity for face stimuli. The control group showed a significant reduction of activation in the Adaptation condition relative to the No-Adaptation condition within the FFA [two-tailed paired t-test, \( t(17) = 6.13, p < 1.2 \times 10^{-5} \)], whereas adaptation in face-selective cortex was not significant in the dyslexia group [two-tailed paired t-test, \( t(21) = 1.67, p = 0.11, \text{n.s.} \)] The magnitude of adaptation in the FFA was significantly less in

Figure 4.6: Reduced adaptation to repeated faces in face-selective cortex in dyslexia. (a) The probabilistic location of the FFA across participants in this sample is shown. (b) The control group showed a significant reduction of activation in the Adaptation condition relative to the No-Adaptation condition, whereas in the dyslexia group adaptation in face-selective cortex was not significant. The magnitude of adaptation in participants’ individual FFA was significantly less in the dyslexia group than the control group.
the dyslexia group than the control group [two-tailed independent-sample t-test, $t(38) = 3.37, p < 0.002$]. (A Bonferroni-corrected $\alpha$ of 0.0167 was adopted for significance of the ROI-based t-tests in this analysis).

### 4.4 Discussion

In these four additional experiments we found that adaptation of the fMRI BOLD signal, a putative index of rapid cortical plasticity, was diminished in individuals with dyslexia for every stimulus type assessed – auditory language, visual language, objects, and faces. This deficit in adaptation was found specifically in, and limited to, those brain regions known to be critically involved in processing stimuli of each domain (Hickok & Poeppel, 2007; Chandrasekaran, Chan, & Wong, 2011; Pugh et al., 2008; Malach et al., 1995; Weiner et al., 2010). The breadth of this deficit, across brain regions and across stimulus types, suggests that a dysfunction of rapid cortical plasticity may be a fundamental physiological property of the dyslexic brain.

Individuals with dyslexia exhibited significantly diminished plasticity during the repetition of all types of linguistic stimuli. In Experiment 2, we had observed significantly reduced neural adaptation to phonetic consistency during speech perception in individuals with dyslexia relative to controls. This difference is consistent with behavioral impairments in dyslexia for learning the phonetic consistency of individual talkers (Perrachione, Del Tufo, Gabrieli, 2011) and may represent a neurophysiological source for phonological impairments in this disorder. Experiments 3a and 3b expanded on this result to reveal adaptation deficits in dyslexia that extended even to highly salient stimulus repetitions in both auditory and visual language tasks. In these latter two experiments, the dyslexia group also uniquely exhibited limited areas of significantly enhanced activation following stimulus repetitions, which may indicate underspecified long-term lexical representations in dyslexia (Pugh et al., 2008; Turk-Browne et al., 2007). Indeed, the regions in which the dyslexia group exhibited significantly diminished adaptation across all
three language tasks were those widely implicated in phonological processing and lexical access – left PT and posterior MTG (Hickok & Poeppel, 2007; Chandrasekaran, Chan, & Wong, 2011).

We further observed that, less expectedly, adaptation deficits in dyslexia extended to both types of nonlinguistic stimuli assessed. In Experiment 3c, individuals with dyslexia exhibited significantly reduced neural adaptation to visual objects relative to controls. Although both the task (deviant detection) and experimental manipulation (stimulus repetition) were putatively nonverbal, visual objects are nameable, and covert category naming may have played a part in this task. Rapid-naming deficits, in which individuals with dyslexia are slower than controls when producing automatized categorical responses to visual stimuli, but are unimpaired in their recognition of such stimuli, sometimes accompany phonological impairment in this disorder (Wolf, 1984). However, in Experiment 3d we observed the extension of adaptation deficits to (unfamiliar) faces – a stimulus category that is not inherently nameable, and for which no behavioral impairments have been found in dyslexia. Further, this most unexpected reduction in cortical plasticity was evident in individually defined FFA regions, which suggests that the observed plasticity deficits were not simply due to greater variation in the location of plasticity among individuals with dyslexia than individuals without dyslexia. Together, these results suggest that diminished rapid plasticity is not dependent on overt or covert linguistic processing, but instead appears to affect perceptual systems generally in dyslexia.
5. **Conclusions:**

A neural adaptation dysfunction framework for understanding the source of phonological deficits in dyslexia

Dysfunction of rapid cortical plasticity is a compelling candidate for a core etiological deficit in dyslexia because of the critical role this mechanism plays in the types of associative learning that underlie the development of robust, abstract perceptual categories (Weinberger, 2004). Reduced ability to construct short-term representations of stimulus consistency to enhance perception necessarily precludes the development of robust, long-term representation of perceptual categories. Strong perceptual categories are crucial for coordinating the complex abstract relationships involved in reading development – namely, mapping abstract representations of the sounds of spoken language to abstract representations of the visual symbols used in written language. If the perceptual categories on either or both sides of this correspondence are in some way underspecified or not readily available, the task of accessing linguistic representations via print becomes the sort of disproportionately slower, more difficult endeavor seen in individuals with dyslexia.

Dyslexia has long been understood to be a consequence of underlying disorders of
linguistic or perceptual processing. There is a broad consensus that difficulty developing typical reading abilities results from a core deficit in phonological processing in dyslexia (Bradley & Bryant, 1983; Lyon, Shaywitz & Shaywitz, 2003, Vellutino et al., 2004; Ramus & Szenkovits, 2008; Gabrieli, 2009). Concomitant low-level and non-verbal auditory perceptual deficits have often been shown to accompany reading impairments, and some have suggested that such perceptual impairments may be the source of phonological processing difficulties (Tallal & Piercy, 1973; Goswami, 2011). On the other hand, the present findings point to a dysfunction of plasticity as a core disorder from which impairments in both linguistic and non-verbal perceptual processing may arise. Ultimately, the core disorder leading to phonological impairments in dyslexia may be one of learning, not perception, although this learning deficit resides in perceptual systems.

A deficit of perceptual learning arising from dysfunctional rapid cortical plasticity is well situated to reconcile the range of other behavioral, neurophysiological, and neuroanatomical observations in dyslexia. A behavioral "anchoring deficit" has been proposed to explain why individuals with dyslexia appear to have impaired perceptual abilities for tasks involving stimulus repetition (Ahissar et al., 2006; Banai & Ahissar, 2010). Correspondingly, a behavioral "noise exclusion deficit" has been proposed to explain behavioral impairment in dyslexia for tasks involving auditory or visual noise (Sperling et al., 2005, 2006; Ziegler et al., 2009). Given that similar rapid cortical plasticity mechanisms underlie both enhanced perceptual representation of repeated, behaviorally relevant stimuli and improved detection of stimuli in the presence of noise (Fritz et al., 2003; Edeline, Pham, & Weinberger, 1993, Atiani et al., 2009; Ahveninen et al., 2011), both anchoring and noise exclusion deficits may plausibly result from the dysfunction of a common mechanism.

Individuals with poor reading and phonological abilities have also been shown to have reduced fidelity in their auditory brainstem response (ABR) (Hornickel et al., 2009) – an evoked potential originating in inferior colliculus and measured over thousands of
repetitions of a single stimulus. Dysfunctional cortical plasticity may diminish the corticothalamic modulation necessary for attaining high fidelity stimulus representation via auditory brainstem plasticity (Suga et al., 2002). Typical readers, but not individuals with dyslexia, exhibit a correspondingly enhanced ABR in the presence of stimulus consistency (Chandrasekaran et al., 2009). Moreover, the amount of ABR enhancement by stimulus consistency is correlated with behavioral measures of noise-exclusion, further demonstrating that dysfunction of a single mechanism could underlie both anchoring (adaptation) and noise exclusion.

A number of important questions remain given limitations of the data presented here. First, Experiments 2 and 3 were designed to maximize our ability to detect fMRI adaptation, but this came at the cost of detecting behavioral enhancement following stimulus repetition as in, for example, classical repetition priming paradigms. The correspondence between simultaneous deficits in fMRI BOLD signal adaptation and perceptual adaptation-related behavioral deficits in dyslexia remains to be further explored. Second, the current studies included only adult participants, and future research with young struggling readers and pre-readers at familial risk of developmental dyslexia is necessary for elaborating a causal relationship between neural adaptation deficits and the phonological deficits preceding reading difficulties.

Third, the specific mechanism causing reduced neural adaptation in dyslexia remains to be delineated. Stimuli in all of the Adaptation conditions were both highly repetitive and highly predictable, such that these experiments could not discriminate between top-down expectation-driven and bottom-up percept-driven processes. A ready alternative explanation for the observed differences in neural adaptation between the control and dyslexia groups may be that individuals with dyslexia are less able to differentially engage attention between perceptually demanding tasks (here, deviant target detection during the no-adaptation conditions) and comparatively less-demanding ones (deviant detection during the adaptation condition). By maintaining a consistently high
(or low) attentive state, top-down influences may not have differentially affected perceptual processing in sensory cortex in the dyslexia group, whereas differential deployment of attention between the two conditions may account for the adaptation effects observed in controls. There are two reasons to disprefer such a hypothesis: First, there is no evidence from any of the five stimulus types for between-group differences in activation in fronto-parietal cortical areas known to direct the engagement of attention (Kastner & Ungerleider, 2000; Hopfinger, Buonocore, & Mangun, 2000). Second, significant adaptation differences were originally observed in the speech perception task of Experiment 2, in which the attentional demands of the high- and low-variability conditions presumably did not differ in the same way the did for the tasks in Experiment 3.

However, the role of top-down processes in shaping perception are not to be completely discounted, as they play a major role in shaping perceptual processes. In humans, perceptual expectation strongly influences the magnitude of neural adaptation (Summerfield et al., 2008, 2011; Alink et al., 2010; Costa-Faidella et al., 2011; Todorovic et al., 2011). Animal models have shown that rapid cortical plasticity following stimulus repetition requires feedback from higher-order cortices signaling behavioral engagement with the stimuli (Fritz et al., 2003; Polley, Steinberg, & Merzenich, 2011; Ahveninen et al., 2011; Froemke, Merzenich, & Schreiner, 2007). The neural adaptation deficits observed in individuals with dyslexia might represent a failure to generate robust perceptual expectations: Higher cortical areas may fail to establish the necessary feedback signals to sensory cortices for inducing plasticity. Alternatively, the reduced plasticity may result from an altered interaction between top-down expectation and bottom-up perceptual processes via differences in local neuromodulatory connections. Adaptation-related plasticity depends on finely tuned neuromodulatory input (Weinberger, 2004; Froemke, Merzenich, & Schreiner, 2007) and is related to lamina-specific synchronization in sensory cortex (Hansen & Dragoi, 2011). In dyslexia, there is some evidence for the existence of microanatomical abnormalities that disrupt laminar structure (Galaburda et al., 2006), which may interfere with the local or long-range network connectivity sup-
porting adaptation-related plasticity. In particular, there is an extensive literature in animal models demonstrating the necessity of basal forebrain cholinergic input for rapid cortical plasticity (e.g., Froemke, Merzenich, & Schreiner, 2007), as well as a corresponding literature in humans demonstrating cholinergic modulation of perceptual learning and neural adaptation (Furey, Pietrini, & Haxby, 2000; Thiel et al., 2001, 2002; Dinse et al., 2003; Rokem & Silver, 2010). Further studies that investigate the role of top-down expectation and neuromodulatory effects (including particularly the role of acetylcholine) may clarify the basis for exiguous neural adaptation in dyslexia, as well as relate these findings to possible attentional mechanisms that support such plasticity.

Learning to read depends on the ability to orchestrate, across perceptual modalities, the complex correspondence between abstract phonological representations of speech sounds and abstract orthographic representations of written symbols – a task that becomes disproportionately more difficult if either or both sets of perceptual representations are impaired. Successful development of the robust perceptual representations underlying phonological and orthographic categories depends on a cascade of neural plasticity beginning with mechanisms for rapidly constructing representations of short-term consistency in behaviorally-relevant stimuli. In these experiments, we have shown that such rapid cortical plasticity is diminished in dyslexia – independent of perceptual modality or linguistic content. A generalized dysfunction of rapid cortical plasticity provides a plausible mechanistic basis for the phonological and reading deficits in dyslexia, as well as a framework for reconciling the wide range of other behavioral and neural differences observed in this disorder, including impairments in rapid naming, noise exclusion, and anchoring/adaptation.
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