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■ Abstract The icy moons of the outer solar system have not been quiescent
bodies, in part because many have a substantial water component and have experi-
enced significant internal heating. We can begin to understand the thermal evolution
of the moons and the rate of viscous relaxation of surface topography because we now
have good constraints on how ice (in several of its polymorphic forms) flows under
deviatoric stress at planetary conditions. Details of laboratory-derived flow laws for
pure, polycrystalline ice are reviewed in detail. One of the more important questions
at hand is the role of ice grain size. Grain size may be a dynamic quantity within the
icy moons, and it may (or may not) significantly affect rheology. One recent benefi-
ciary of revelations about grain-size-sensitive flow is the calculation of the rheological
structure of Europa’s outer ice shell, which may be no thicker than 20 km.

INTRODUCTION

The rheology of water ice has a first-order influence on the evolution and appear-
ance of over 15 moons belonging to Jupiter and to planets beyond, many of which
have a mass fraction of water>0.5. Internal heating and (sometimes) tidal flexing
drive planetary convection. If ice flows readily, the planet is efficiently cooled; if
ice resists flow, in the extreme the planet will overheat, begin to melt internally, and
differentiate catastrophically. Warm ice flowing in the subsurface exerts tractions
on a cold icy crust and, if it can support tractions sufficient to overcome the strength
of the crust, may cause the crust to fail. On an icy crust, impact craters and other
landforms relax under gravitational forces at a rate controlled by the viscosity of ice.

1The US Government has the right to retain a nonexclusive, royalty-free license in and to
any copyright covering this paper.
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Ice in terrestrial settings is arguably the most studied of geological materials,
and a great body of literature exists describing its rheological properties. The “Glen
law” for the creep of polycrystalline ice, relating strain rate to the third power of
shear stress, and which owes its origins to one of the first systematic laboratory
studies (Glen 1952, 1955), is still the rule of thumb for glaciologists. There is little
overlap between conditions on Earth and those on icy moons, so when interest
arose in icy moons in anticipation of space age advances in planetary exploration,
there was little to constrain early prognostications of planetary dynamics. That
situation has changed somewhat over the past two decades as space probes explored
the outer solar system and computational methods improved and inspired modest
laboratory investigation of the rheology of water ice and other frozen volatiles at
more extreme pressures and temperatures.

This paper reviews the current state of knowledge of ice rheology at conditions
applicable to icy satellites: where temperatures are very low at the surface (on
the order of 100 K) and rise to terrestrial levels only at depths where lithostatic
pressures are very high, and where deformation rates are geologically slow and
unattainable in the laboratory. It is not our purpose to review the application of
ice rheology to the satellites, although extended applications are given by way of
example to illustrate the importance of a deeper understanding of rheology. The
reader seeking the latter is our intended audience.

ICE IN THE OUTER SOLAR SYSTEM

Composition and Internal Structure of the Icy Satellites

Cosmochemical arguments predict abundant low-density, low-melting-point
(<300 K), nonsilicate crystalline condensates in the outer solar system (Kargel
1998a; Lewis 1971, 1972; Prinn & Fegley 1981). Water predominates because
of its overwhelming abundance in the solar system, but numerous other volatile
compounds of hydrogen, oxygen, carbon, and nitrogen exist, with compounds
of lower melting temperatures condensing farther from the sun (Lewis 1971,
1972). In the protoplanetary nebulae, the probable low-temperature condensa-
tion sequence in the region of the giant planets is only weakly pressure dependent
and begins with water ice (T < 200 K), then compounds of ammonia and water
(T < 120 K), then compounds of methane and water (T < 60 K) (Lewis 1972,
Prinn & Fegley 1981). The details of composition of a moon are influenced by
its path in temperature and pressure during condensation, but the best evidence
is that temperatures in the Jovian system remained warm enough that Callisto,
Ganymede, and certainly Europa condensed water ice with very little ammonia.
At Saturn and beyond, NH3 · H2O probably did precipitate. Cooler temperatures
in the protoplanetary nebulae at Uranus and Neptune favored N2 and CO over
NH3 and CH4. Reflectance spectroscopy shows that surface volatiles on most of
the low-density moons are dominated by H2O (Clark et al 1986, Cruikshank et al
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1998a). Triton is an important exception, with a surface that is mostly N2, with
minor amounts of CO2, CO, and CH4, and possibly H2O (Cruikshank et al 1993,
1998b). The only other body whose surface is not dominated by water is Pluto,
which shows N2, CH4, and CO (but not CO2) in addition to H2O (Cruikshank et al
1998b), but its moon Charon shows mostly H2O, with some NH3 · H2O and NH3
(Brown & Calvin 2000, Marcialis et al 1987).

Actions that have shaped the moons include exogenic processes such as me-
teoritic bombardment, tidal forces resulting from orbital eccentricities, and solar
and cosmic radiation, as well as endogenic processes such as radiogenic heating
and phase changes, and resultant volume changes. Larger satellites are likely
to have differentiated to some extent, as indicated by small moments of inertia
(Showman & Malhotra 1999), although even some smaller moons, such as Encele-
dus, receive enough tidal heating to cause internal melting. The evidence for a past
or present internal water or brine ocean on Europa is strong (Pappalardo et al 1998b,
Kivelson et al 2000), and a strongly conducting Callisto may be explicable in
terms of a briny internal ocean (see Showman & Malhotra 1999). Surface ex-
pressions of planetary-scale tectonic activity exist on nearly every large icy moon
from Jupiter to Neptune with a few provocative exceptions, such as Callisto. Voy-
ager imagery confirms planetary-scale tectonic activity on upward of 20 of these
moons. Landforms from craters to chasms show varying degrees of viscous re-
laxation. Resurfacing by liquids or low-viscosity solids is common throughout
the outer solar system. Surface ages range from very old (Callisto) to very young
(Europa).

The Role of Ice Rheology—Overview

The rheology of ice has a substantial influence on planetary thermal evolution and
tectonics (Ellsworth & Schubert 1983; Kirk & Stevenson 1987; McKinnon 1998;
Mueller & McKinnon 1988; Reynolds & Cassen 1979; Schubert et al 1981, 1986),
on the origin and shape of landforms such as furrows and grooves and other types
of faults (Golombek & Banerdt 1986, Herrick & Stevenson 1990, Pappalardo et al
1998a, Parmentier et al 1982), on the maximum height of topography (Dimitrov
& Bar-Nun 1999, Johnson & McGetchin 1973), on the rate of viscous relaxation
of craters and other landforms (Dombard & McKinnon 2000, Parmentier & Head
1981, Scott 1967, Thomas & Schubert 1988), on diapirism (Pappalardo et al 1998b,
Schenk & Moore 1998), and on other geologic processes. Cryovolcanism as a
solid-state rheological process is important on icy satellites (e.g. Schenk & Moore
1998) but usually involves volatiles in addition to water (in particular ammonia), so
it is outside the scope of water-ice rheology. Impact cratering is another important
planetary process not covered in this review. The immediate form of an impact
crater (i.e. its shape and volume, and the appearance of a central pit or dome) is in
fact strongly affected by the rheology of the target material (Fink et al 1984, Lange
& Ahrens 1987, Schenk 1993), but the cratering process involves exceedingly high
deformation rates and modes of deformation different from those discussed below.
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LABORATORY MEASUREMENT CONSIDERATIONS

General Principles and Definitions

In the interest of avoiding ambiguities, we first develop a number of definitions
and equations connected to rheology. A solid body placed under a state of stress
responds instantaneously with an elastic strain and, in subsequent increments of
time, will respond with increments of viscous strain. Strain rate is the ratio of
the latter two quantities. The viscous strain includes a viscoelastic portion, which
is (eventually) recovered when stress is removed, and an inelastic portion, which
represents a yield or permanent change of shape. Because we are mainly interested
in the large strains and low stresses of planetary environments, the elastic strains
can be considered insignificant and are mostly ignored here.

We distinguish ductile strain and brittle strain as being the volume conservative
and volume nonconservative components of inelastic strain. An alternative defi-
nition is that a ductile material retains its strength as it deforms (undergoes strain),
whereas a brittle material tends to lose strength (Jaeger & Cook 1976). These two
definitions are not in conflict because the physical mechanisms of brittle deforma-
tion always require the creation of fractures or microfractures (in the case of dense
materials) or the collapse of porosity (in the case of porous materials), both of
which are associated with volume change. Outside of the present section, where
their use is unavoidable, we will not use such terms as plasticity and plastic strain
because they have entirely different and well-entrenched definitions in different
disciplines. The concept of brittle deformation was generally not appreciated by
metallurgists who developed the first theories of plasticity to describe the behavior
of materials that are mostly ductile (Hill 1950), so for instance it was implicit in the
statement of a plastic yield criterion that volume was conserved. A material under
load was considered elastic if it did not reach a certain yield criterion, and plastic
if it did. It was found useful to adopt essentially the same yield criteria in rock me-
chanics even though volume was no longer necessarily conserved (Jaeger 1969),
and many in the computational branches of geology now use the term plasticity to
include any yield process, volume-conservative or otherwise. On the other hand,
to most rock rheologists, the terms plastic and ductile are synonymous (Evans &
Kohlstedt 1995).

Our main interest here is the ductile flow of ice. We postulate the existence of
a functional relationship between the state of stress (σij) in a solid and the ductile
response of that solid, the strain rate (ε̇ij), at all relevant environmental conditions.

Stress and Strain Rate

The stress tensorσij can be separated into hydrostatic and nonhydrostatic portions.
Thus,

σi j = σ ′
i j + σmδi j , δi j = 1 if i = j and δi j = 0 if i 6= j, (1)
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where

σm = 1/3(σ11 + σ22 + σ33). (2)

The scalarσm is called the mean normal stress; the tensorσmδij acts to change the
volume but not the shape of a body that is uniform and isotropic. The tensorσ ′

ij

is called the deviatoric stress and acts to change shape but not volume.
There are several common scalar representations ofσij andσ ′

ij that take ad-
vantage of higher symmetries of simpler problems and exercises, or which use
terminology appropriate to the particular application. For instance, glaciologists
commonly use the octahedral shear stress, i.e. the shear stress resolved on the
so-called octahedral plane, which lies parallel to the face of an octahedron with
vertices on the principal axes of the stress tensor:

τoct = (21/2/3)
(
I 2
1 + 3I2

)1/2
, (3)

whereI1 andI2 are the first and second invariants ofσij (using the Einstein con-
vention of summing over repeated indices):

I1 = σi i

I2 = σ 2
12 + σ 2

23 + σ 2
31 − (σ11σ22 + σ22σ33 + σ33σ11) (4)

(Hill 1950). Mendelson (1968) offers a particularly readable derivation of these
relationships. [For derivations with a rock mechanics perspective, see also Jaeger
& Cook (1976).] Nye (1957) defined a slight variation on Equation 3, an effective
shear stressτ eff and effective strain ratėεeff such that

2τ 2
eff = σ ′

i j σ
′
i j (5a)

and

2ε̇2
eff = ε̇i j ε̇i j . (5b)

Equation 5a is the von Mises yield criterion, long respected in metallurgy as one
of the more accurate predictors of the point where a polycrystalline material under
a general state of stress will yield (Hill 1950). The octahedral and effective shear
stresses are related as 3τ 2

oct = 2τ 2
eff.

In experimental rock mechanics (Jaeger & Cook 1976), hydrostatic confinement
is often used to simulate earth conditions or to suppress brittle behavior. In the
axisymmetric environment of the so-called triaxial deformation apparatus, it is
convenient to view the yield criterion as the difference between the maximum
stress, usually the stress applied by the operator to the end of a cylindrical sample,
and the minimum stress, usually the fluid pressure (P) applied to the cylindrical
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surface of the sample. Orientingσ 11 with the maximum principal stress,σ 22 =
σ 33 = P and the yield criterion becomes

σ = σ11 − σ22 = σ11 − σ33 = σ11 − P, (6)

whereσ is called the maximum differential stress or simply differential stress.
Equation 6 is the Tresca yield criterion (Hill 1950) and is the criterion of choice
for the rheological data tabulated in this review. For axisymmetric flow, the yield
criteria of Equations 3, 5a, and 6 differ by only a constant factor, so they are
essentially equivalent. For plane strain, the same is true. For three-dimensional
strain that is not axisymmetric, Equations 3 and 5a are demonstrably more accurate
than Equation 6 (Hill 1950). Computational specialists in planetology have often
adopted the more rigorous von Mises criterion (e.g. Ojakangas & Stevenson 1989,
Thomas & Schubert 1987). Improvements on Equations 3 and 5a that useI3, the
third invariant of the stress tensor without the use ofI1, are theoretically even more
accurate (Nye 1957).

Confusion often arises in the geological literature over differential vs deviatoric
stress, and it is important to make the distinction correctly (Engelder 1994). In the
axisymmetric case just discussed, the mean stress (Equation 2) is

σm = 1/3(σ + P + 2P) = P + (σ/3). (7)

Thus, from Equations 1 and 6,

σ ′
i j =


2
3σ 0 0

0 − 1
3σ 0

0 0 − 1
3σ

 . (8)

It is imprecise and sometimes incorrect to speak of deviatoric stress in a scalar
sense (e.g. a deviatoric stress of 1 MPa). As Engelder (1994) points out, it is not
difficult to find examples of misuse in the literature. Usually what one means in
such (mis)usage is one of the scalar quantities: Equations 3, 5a, or 6. The maximum
differential deviatoric stress, for example, is identical to the maximum differential
stress.

The Flow Law

A key principle in plasticity (i.e. ductility), stated as the L´evy-Mises equations
(Hill 1950), is that each component of the strain rate tensor is proportional to the
corresponding component ofσ ′

ij , i.e.

ε̇i j = λσ ′
i j , (9)

whereλ is a function of pressure, temperature,σ ′
ij, etc. Equation 9 is the form

of the yield criterion used throughout the literature, and is the basis for further
discussion. It is common to refer to Equation 9 as a flow law, although the term
is practically synonymous with yield criterion. As a yield criterion, Equation 9
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carries with it a connotation of perfect plasticity, that is to say, the yield stress
cannot be exceeded. Calling Equation 9 a flow lawimplies there is a strain rate
dependence of the condition of perfect plasticity.

A common form for the flow law for creep of crystalline materials at high
temperature, and the one we take for the creep of ice, is

ε̇ = Ad−pσ ne−(E∗+PV∗)/RT, (10)

whereP is pressure, or more accurately the mean stress (Equation 2),d is grain size,
T is temperature,R is the gas constant, andA, p, n, E∗, andV∗ are flow constants
particular to the mechanism, discussed below. Equation 10 is the basis for much
of the experimental data that will be given in this paper, so the scalar quantitiesε̇

andσ are shown as those appropriate to axisymmetric flow. However, they may
be substituted by any strain rate and stress components or reduced quantities as
long as they bear the relationship given in the general flow law (Equation 9; i.e.
they are resolved along the same direction or formulated in parallel fashion from
their respective tensors). Equation 10 applies to the steady state:ε, the magnitude
of strain, is not an explicit or implicit variable.

The flow law (Equation 10) is empirically based. Although it includes some
fundamental deformation physics (e.g. thermal activation), it was formulated pri-
marily to fit laboratory and field measurements rather than the theory of plasticity.
Equation 10 is a scalar representation of a tensor relationship, and one must be
careful to avoid ambiguity when it is applied. The stressσ may be a shear stress,
an octahedral stress, a differential stress, etc (but not a deviatoric stress because
that is only a tensor). As long as the user is specific about the usage and correct in
its application, there should be no confusion.

Axisymmetric flow described by Equation 10 is a special case of Equation 9, but
it is instructive and useful for field applications to try to generalize Equation 10.
There will usually be a loss of accuracy as discussed below, but very often it
is beyond our means to carry out experiments in anything but the simplest of
geometries. The following exercise is based on Nye (1957), but has been repeated
numerous times elsewhere. Paterson (1994) gives a number of similar (but simpler)
transformations.

Squaring both sides of Equation 9 and substituting from Equation 5, we have

ε̇eff = λτeff. (11)

The scalar stress dependence must be the same in both Equations 10 and 11.
Therefore we can write

ε̇ = Bσ n (12)

and

ε̇eff = Dτ n
eff, (13)
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whereB andD at fixed temperature, pressure, grain size, etc are constants. Com-
bining Equations 11, 13, and 9 we have

λ = Dτ n−1
eff . (14)

If we alignσ 11 with σ as in Equation 6, thenσ ′
ij is given by Equation 8. Likewise,

from volume conservation and axisymmetry we have

ε̇i j =
 ε̇ 0 0

0 −ε̇/2 0
0 0 −ε̇/2

 . (15)

Thus, from Equations 5 and 8,

τeff = (1/3)1/2σ (16)

and from Equations 5 and 15,

ε̇eff = (31/2/2)ε̇. (17)

From Equations 12, 13, 16, and 17,

D = 3(n + 1)/2B/2. (18)

Substituting Equations 16 and 18 into 14 allows us to calculateλ and therefore the
general flow (Equation 9) at any conditions. Note that, because this calculation
applies the Tresca yield criterion (Equation 12) to the more accurate von Mises
formulation (Equation 13),λ calculated in this manner will be slightly less accurate
thanλ determined by the more complex but direct experiment wherein a more
general state of stress is imposed.

Viscosity

It is common in planetary dynamics to speak of viscosity of non-Newtonian ma-
terials (n 6= 1 in Equation 10) even though the term is not fully descriptive of
rheology. As long as the term is used properly, i.e. ifσ or ε̇ is specified, one may
speak of the effective viscosity,ηeff, of a material, where

ηeff = σ/(3ε̇). (19)

The factor of 3 in the denominator results from the fact that the flow is axisymmetric
and divergent rather than along straight, parallel lines (e.g. Macosko 1994, p. 94).
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RHEOLOGY OF WATER ICE

Terrestrial vs Planetary

The flow of ice caps and glaciers on Earth has inspired much field and laboratory
measurement and theoretical development related to ice rheology. Excellent re-
views of this work exist (Alley 1992; Budd & Jacka 1989; Goodman et al 1981;
Kamb 1964; Paterson 1994; Petrenko & Whitworth 1999; Weertman 1973, 1983).
Most extraterrestrial ice exists at conditions considerably beyond the range of rea-
sonable extrapolation of terrestrial knowledge, so interest in planetary ice required
new investigations. The treatment to date of planetary ice rheology has been far
less thorough than that of terrestrial. The rheology of ice at planetary conditions
reviewed here is based on data compiled by Durham et al (1997), with the addition
of important new results on grain-size-sensitive (GSS) creep in ice I by Goldsby
& Kohlstedt (1997, 2001). This review is limited to water ice as the volatile com-
ponent of interest. Limited information can be found on the flow of other ices at
planetary conditions: NH3 + H2O (Durham et al 1993), methane clathrate (Stern
et al 1996), CO2 (Clark & Mullin 1976, Durham et al 1999), and N2 and CH4
(reviewed by Eluszkiewicz & Stevenson 1990).

Mechanisms of Deformation

To this point we have treated solids as continua, but in fact it is their internal
structure that defines how ductile flow is affected at the lattice scale. Deformation
is carried out by mechanisms that involve the coordinated motion of crystal de-
fects, such as point defects (vacancies and interstitials), line defects (dislocations),
and planar defects (subgrain boundaries, grain boundaries) (e.g. see Poirier 1985).
Considering that the motion of each type of defect has its own dependence on
external conditions (σ , T, P, etc), and that impurities, second phases, and such
processes as melting and phase change can be involved, many deformation mech-
anisms are potentially available to a material. It is also important to appreciate
that atT > 0 K, all mechanisms operate, but that the relative amount of deforma-
tion contributed by each changes as external conditions change. At a given set of
conditions, therefore, one mechanism will dominate the rheology, i.e. contribute
the majority of the strain rate. As conditions change, different mechanisms will
dominate.

The concept of a dominant mechanism is particularly important with respect
to the rheology of planetary ices (and of other geological materials) because the
range of strain rates pertinent to the planets is very broad—fromε̇ = 10−14 s−1

or slower in, say, the convecting interior of a Ganymede-type body to explosive
rates oḟε > 1 s−1 during meteoritic impact. “Quasi-static” laboratory experiments
intended to constrain the slower geologic processes are most commonly in the
range of 10−7 < ε̇ < 10−4 s−1, giving only a narrow perspective on the planetary
settings. It is thus necessary for the planetary application to remain alert to the
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possibility of transitioning to a regime dominated by a flow mechanism other than
that which dominates under laboratory conditions (Paterson 1987). Laboratory-
measured strength is generally an upper bound when extrapolated to lower strain
rates and a lower bound when extrapolated to higher rates.

Each mechanism can be described constitutively by an equation of the general
form of Equation 9, with the factorλ embodying the dependence of strain rate on all
relevant environmental conditions. Table 1 lists the flow parameters (Equation 10)
for all laboratory-measured deformation mechanisms for water ice I and for each
of the several high-pressure polymorphs of water.

Independent vs Dependent Mechanisms

As discussed above, in any material under stress, many mechanisms of deforma-
tion can and do operate. Langdon & Mohamed (1977) distinguished two ways
that these deformation mechanisms interact. When several mechanisms are acting
simultaneously, they are termed independent and the total strain rate in the material
is the simple sum of the strain rate contributed by each mechanism (Figure 1a).
Considering for simplicity two mechanismsaandb, if each contributes strain rates
ε̇a andε̇b, then

ε̇tot = ε̇a + ε̇b. (20)

At fixed temperature, the mechanism with higher stress sensitivity will dominate
at higher values of stress (Figure 1a). In other words, if the two mechanisms act
independently and are described byna andnb (Equation 10), respectively, where
nb > na, then at higher stressesε̇b > ε̇a.

Situations arise, however, where mechanismsa andb cannot operate indepen-
dently (Langdon 1996, Langdon & Mohamed 1977, Raj & Ghosh 1981), including
in water ice (Goldsby & Kohlstedt 1997, 2001). In such a case, wherenb > na,
then at higher stressesε̇b < ε̇a (Figure 1b), and it can be shown that

(ε̇tot)
−1 = (ε̇a)

−1 + (ε̇b)
−1. (21)

Langdon & Mohamed (1977) asserted that the fundamental requirement behind
Equation 21 is that in any increment of strain, the amount of strain contributed by
each mechanism must equal the total strain, i.e.

εtot = εa = εb. (22)

We show below that this may in fact not be a necessary condition for Equation 21.
Langdon & Mohamed (1977) termed mechanismsaandbsequential. We prefer

the term dependent because there are examples of sequential submechanismsaand
b within a given mechanism that do not obey Equation 21. Additionally, there are
examples of mechanismsaandb that do not act in sequence, but that together obey
Equation 22 and therefore Equation 21. An example of the former is dislocation
creep, a mechanism that can be thought of as the sequential operation of dislocation
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glide limited by dislocation climb. Generally in an increment of strain,εglide À
εclimb (Weertman 1968), so the sequential substeps of dislocation creep cannot obey
Equation 21. An example of the latter is given by Raj & Ghosh (1981), where, in a
polycrystalline sample with bimodal grain sizes, different mechanisms operate in
large and small grains. The mechanisms act simultaneously, but strain continuity
in the aggregate requires Equation 22, and the experimental data in fact follow
Equation 21, i.e. a curve like that in Figure 1b. For the case of water ice, Goldsby
& Kohlstedt (1997, 2001) fit the transition fromn = 1.8 ton = 2.4 (Table 1)
to a curve of the form in Figure 1b. Possible interpretations of this behavior are
discussed in the following section. The point here is that one should avoid the
thought that Equation 21 automatically means sequential operation and dependent
mechanisms, and vice versa. There has been some confusion over this matter in
published work (Poirier 1985).

Ice I

Deformation experiments on polycrystalline ice I have covered conditions that
include most of theT, P range of interest to satellites of the outer solar system
(Durham et al 1992). The regime most easily encountered at laboratory conditions
is that of dislocation creep, which is characterized by a high stress dependence,n
≥ 3 in Equation 10, and mechanistically involves the glide motion of dislocations
accommodated by dislocation climb. In addition, ice I is one of the few materials
for which well-resolved rheological data exist on GSS creep, in which grain bound-
aries themselves act as slip planes, short cuts for diffusion, and sources and sinks
of diffusing species. GSS creep is characterized by a lower stress dependence,
n≤ 2, and an inverse dependence on grain size,p> 0 in Equation 10.

For detailed descriptions of defects in ice and the mechanistic details of their
role during deformation (with emphasis on terrestrial conditions) the reader is
referred to Petrenko & Whitworth (1999).

Deformation Map of Ice I It is useful to compare the complex relationships
between deformation mechanisms in ice visually on a deformation map (Frost &
Ashby 1982, Goodman et al 1981), in which loci of constant strain rate are plotted
as contour lines on appropriate axes. The dominant mechanism at any point is
that which contributes the most strain rate, and the map can then be subdivided
into areas of dominance by each mechanism. D Goldsby & D Kohlstedt (personal
communication) have recently published an updated version of the deformation
map for ice I (Figure 2). In order to plot in two dimensionsσ vs T in Figure
2, the variablesP and grain sized are held constant. The effect ofP within the
dislocation creep field has been measured and is fairly small, characterized by
V∗ = −13 cm3/mol. This corresponds to an increase in strain rate by a factor of
about 5 from 0> P > 200 MPa (the width of the ice I stability field) (Figure 3)
at T = 200 K. The pressure effect is likely to be similar for all mechanisms that
are limited by volume or grain boundary diffusion (dislocation creep, diffusion
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Figure 2 Deformation map for polycrystalline ice of 1-mm grain size. Axes are tempera-
tureTand differential stressσ , also given in coordinates normalized by melting temperature
Tm = 273 K and Youngs modulusE = 9.3 GPa, respectively. At any given set of (σ ,T)
conditions, one mechanism of deformation will dominate the strain rate. Dislocation creep,
grain-boundary sliding (GBS, also called grain-size-sensitive or GSS creep), and basal slip
dominate in the fields so labeled. Lighter lines are contours of constant strain rate spaced
at intervals of one order of magnitude. Calculations are based on Equation 10 and the flow
constants in Table 1. Dislocation creep is combined as independent (Equation 20) with
respect to the pair of mechanisms basal slip and GBS, which themselves are combined as
dependent (Equation 21). See text for further details. (From D Goldsby & D Kohlstedt,
personal communication.)

creep, GSS creep). The effect of grain size is more substantial; changes in grain
size over a reasonable range are sufficient to change the overall appearance of the
deformation map. The relationship between GSS creep and dislocation creep is
of special interest in this review and is discussed more below.

Neither dislocation creep nor GSS creep follows a single constitutive law across
the range of external conditions. Cast into the form of the empirical creep law
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Figure 3 Phase diagram for water ice. Data from Fletcher (1970) and Bridgman (1912).

(Equation 10), the observations require at least three different sets of flow parame-
ters within dislocation creep and two within GSS creep. There may be more. The
reason for this is that the coordinated micromechanical subprocesses that together
are manifested as, say, dislocation creep have unique dependencies onσ , T, etc.
For the most part, those individual dependencies are not known. As knowledge
advances, Equation 10 and Table 1 will presumably be replaced by more accurate
formulations.

Dislocation Creep Regimes A and BThe activation energyE∗ for dislocation
creep regime B is 61 kJ/mol. This suggests that deformation is limited by self-
diffusion, which has an activation energy of about 60 kJ/mol (Weertman 1983).
The same value holds for single crystals deformed right up to melting (see Petrenko
& Whitworth 1999). In polycrystalline ice, however, the temperature sensitivity
accelerates at warm temperatures in a way that cannot be described by simple
thermal activation (Equation 10), which suggests to many that grain-surface “pre-
melting” (Dash et al 1995) may occur in polycrystalline material. Very close to
the melting temperature, pressure melting may also occur at local stress concen-
trations, such as at grain corners and edges. For the purposes of the deformation
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map, Goldsby & Kohlstedt (2001) select a value of 181 kJ/mol to describe the flow.
The dislocation creep regime A identified by Kirby et al (1987) at 240< T< 256 K
with E∗ = 91 kJ/mol suggests that premelting extends to 240 K. The value ofn in
this high-temperature regime is in dispute. A value ofn = 3, the so-called Glen
law (Glen 1955) has long been accepted as an accurate description of the flow of
ice to temperatures at least as low as 240 K, but Peltier et al (2000) have recently
shown that better agreement to laboratory and field data comes by considering a
two-mechanism model ofn = 4 dislocation creep plusn = 1.8 GSS, according
to the parameters in Table 1.

Dislocation Creep Regime C At low temperature and high differential stress, a
third regime, C, appears, characterized byn = 6 andE∗ = 31 kJ/mole (Table 1).
It is based entirely on measurements made in our laboratory (Durham et al 1983,
1992, 1993; Kirby et al 1987). D Goldsby (personal communication) has recently
suggested that the behavior we observed was influenced by distributed catacla-
sis, noting the relatively poor reproducibility of our data atT < 195 K and the
fact that differential stresses reached and sometimes exceeded the confining pres-
sure (usually 50 MPa). We note further that this suggestion is consistent with
our unpublished observations of a transition in macroscopic sample appearance at
195–180 K. At warmer temperatures, the material after deformation testing is clear
and transparent; at and below the transition, the sample appearance becomes mot-
tled and increasingly cloudy, which may suggest a departure from pure ductility
(Rist & Murrell 1994). The hypothesis of distributed microfracturing is ordinarily
easy to test in rock mechanics because of its first-order dependence on confining
pressure (higher pressure will cause strength to increase). Ice I presents a special
problem, however, due to the proximity of test conditions to the ice I→ II phase
transformation. The∼20% volume decrease that accompanies that transformation
has a demonstrable effect on the apparent rheology of ice I (Durham et al 1983).
One tenuous regime C experiment atP = 80 MPa gave the same strength value
as tests at 50 MPa, but the existence of the ice I→ II transition at about 150 MPa
(Figure 3) leaves open the possibility that local mean stresses caused local trans-
formation and lowered strength. The experimental problem is further complicated
by the fact that it is the maximum stressσ 11, not the mean stressσm that seems to
determine the onset of the I→ II transition (Kirby et al 1992).

Further progress in confirming the veracity of regime C probably requires high-
strain testing aṫε < 10−8s−1, so it is unlikely to occur soon. Regarding its relevance
to the icy moons, regime C can be mostly ignored. The transition between regimes
B and C tends toward lower temperatures at lower stresses. If this trend continues
to planetary stresses<1 MPa, then regime C will dominate over regime B only at
near-surface temperatures of<120 K, and then only aṫε < 10−20 s−1.

Grain-Size-Sensitive CreepGoldsby & Kohlstedt (1997), who first observed the
GSS creep mechanism experimentally in ice at planetary temperatures, suggested
then = 1.8 behavior was a grain boundary sliding (GBS)-limited mechanism on
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the basis of similarities to mechanisms of superplasticity in metals and ceramics.
Durham et al (2001), confirming that the Goldsby & Kohlstedt (1997) flow law
described a volume-conservative mechanism, preferred the less-specific designa-
tion GSS, which we take here. At lower temperatures and strain rates, Goldsby &
Kohlstedt (1997) found the behavior grading ton = 2.4 in the manner of Figure 1b.
Then = 2.4 rheology matched that of single crystals oriented for easy slip on the
basal orc plane (see Goldsby & Kohlstedt 2001), so Goldsby & Kohlstedt sur-
mised that GBS combined with basal slip in dependent fashion accounted for their
GSS mechanism. While neither basal slip nor GBS alone is sufficient for general
deformation, together they are sufficient, or at least nearly enough sufficient that
other accommodating submechanisms do not significantly affect the creep law.
Basal dislocations piling up at grain boundaries can be relieved by rigid sliding at
grain boundaries, or geometric barriers to rigid sliding can be eliminated by the
slip of basal dislocations. Grain-size sensitivity appears where GBS controls the
creep rate, but not where basal slip controls (Table 1). Equation 21 is consistent
with such a mechanism, where control is passed from one submechanism to the
other, and does not require Equation 22. It may be argued that given the nature of
the operation of the two particular submechanisms here, Equation 22 does in fact
apply (D Goldsby, personal communication). Further laboratory and microstruc-
tural observations are required to resolve whether or not Equation 22 applies to
GSS creep in ice.

Ice I Plus Particulates

Hard particulates of varying size and composition do not have a profound effect
on the steady state strength of ice I (Durham et al 1992). Particulates have vari-
able effects at terrestrial conditions where grain boundaries are mobile and brittle
fracture occurs (Baker & Gerberich 1979, Hooke et al 1972, Nayar et al 1971), but
at cooler temperatures in the ductile field, the effect of particulates is a hardening
caused mainly by increased tortuosity of flow paths around particles and viscous
drag of flowing ice at particulate surfaces. There is no indication from experiment
that hardening by pinning dislocations, as in dispersion hardening (see Durham
et al 1992) is an important process in ice I at planetary conditions. At warm
temperatures, particulate pinning of grain boundaries can soften ice by impeding
grain growth, thus retaining creep within the GSS regime (Baker & Gerberich
1979, Hooke et al 1972). For the dislocation creep regime, Durham et al (1992)
found that for ice I mixed with hard particulates at volume fraction 0≤ φ ≤ 0.56
and 142≤ T ≤ 223 K, the rheology follows the relationship

σice I+ particulates(P, T, ε̇) = σpure ice(P, T, ε̇)exp(bφ), (23)

whereb ≈ 2. At φ = 0.56, which is near the theoretical packing limit for equal-
sized spheres, the hardening is roughly a factor of 3 to 4 inσ , or about two orders
of magnitude isηeff for n = 4 rheology.
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Ices II, III, V, and VI

Figure 3 shows a portion of the phase diagram for water. The rheologies of all
the planetary water ice phases except VII and VIII have been measured, although
at limited conditions and with considerably higher uncertainties than for ice I
(Durham et al 1988, 1996; Echelmeyer & Kamb 1986; Poirier et al 1981; Sotin
et al 1985; Sotin & Poirier 1987). The generally high values ofn in Table 1 suggest
dislocation creep is the dominant mechanism. Bennett et al (1997) observed fabric
in ice II consistent with deformation by dislocation motion, with the primary slip
system being glide on prism planes in the [0001] direction. Sotin et al (1985)
measured a low valuen = 1.9 for ice VI using the sapphire anvil cell, although
the magnitude ofηeff at laboratory stresses were close to those observed by Durham
et al (1996), who measuredn = 4.5 in a triaxial deformation apparatus. There are at
least two possible explanations for the disagreement. The first is that the rheology
observed in both laboratories was the same, but systematic error and measurement
imprecision in these difficult experiments resulted in inconsistent interpretations.
The second is that the rheology observed in the sapphire anvil was GSS, and that
ηeff under the two different mechanisms at laboratory conditions happened to be
nearly coincident, just as they are for ice I. Sotin et al (1985) did not specify the
grain size of their material, although given the relatively small volume of their cell,
it is likely to have been small. They did acknowledge that their low value ofn was
highly unusual in solids tested at such high stresses. There is also disagreement
between laboratories overηeff for ice V. Under identical laboratory conditions, the
effective viscosity of ice V measured in the sapphire anvil is about three orders
of magnitude higher than that measured in the triaxial apparatus. The matter has
been considered at length but has not been resolved (Durham et al 1997).

The (P,T ) field of ice III stability is quite small (Figure 3), ordinarily too narrow
to allow good resolution of some of its flow parameters. However, it is possible
to measureE∗ with good precision because of a profound metastability of ice III
in the ice II stability field (Bridgman 1912, Durham et al 1988), even allowing
identification of a mechanism change in ice III near 230 K (Table 1), deep within
the ice II stability field.

The lack of well-resolved constitutive relationships for mechanisms other than
dislocation creep leaves us with flow laws that are safely used only as upper
bounds on the strength of icy planetary interiors. It is likely, based on repeated
experience with other oxides and metals (and ice I), that grain boundary effects
will influence rheological behavior at low stress. The only question is how low
a stress. Then = 1.9 rheology for ice VI mentioned above is a possible sign
of such creep. Stern et al (1997) were able to create samples of fine-grained
ice II (grain size near 10–15µm), which did show extreme weakness, but the
results were impossible to deconvolute due to the simultaneous operation of the
ice I → II phase transformation. There is one tenuous link to quantification. If
the anomalously high strength of ice V measured by Sotin & Poirier (1987) was
the result of systematic error in the measurement ofσ in the sapphire anvil cell,
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and if the ice VI results were affected by the same problem without affecting the
observedn = 1.9, then we can infer that the effective viscosity of VI in GSS creep
at lab conditions is about three orders of magnitude lower than that for dislocation
creep.

Figure 4 is a style of deformation map comparing the rheologies of the several
phases on the ice phase diagram at a “planetary” strain rate of 10−13s−1, calculated
from the flow constants in Table 1. Ice II at lab conditions is the strongest of the
phases, and ice III the weakest by a considerable margin. Extrapolated to planetary
rates, the highn value of ice V brings its strength closer to that of ice II.

RHEOLOGICAL COMPLEXITIES

Dislocation Creep Vs Grain-Size-Sensitive Creep

From the flow laws for ice I, the possibility that ice I is deforming in the GSS
creep regime in natural settings is quite plausible. Many researchers have come
to this conclusion already (McKinnon 1999, Nye 2000, Pappalardo et al 1998b,
Peltier et al 2000). At 1-mm grain size (Figure 2), GSS creep will dominate at
stresses below a few 0.1 MPa for most temperatures. The boundary between GSS

Figure 4 Deformation map comparing the rheologies of several of the high-pressure ice
phases, superimposed on the phase diagram for water. Contoured in each phase field is the
effective viscosity,ηeff, based on Equations 10 and 19 and the flow constants in Table 1,
calculated at a “planetary” strain rate of 10−13s−1. The heavy dashed line traces theηeff =
10−17.9Pa· s contour across the map. (From Durham et al 1997.)
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Figure 5 Warm-temperature portion of the deformation map in Figure 2 showing how
the boundary between the fields of dominance of dislocation creep and grain-size-sensitive
creep (GSS) moves with grain size. Note that the horizontal scales are now linear in 1/T.
Short-dashed lines are strain-rate contours, as in Figure 2. GSS creep produces higher
strain rates at smaller grain sizes, whereas dislocation creep is unaffected by a change in
grain size (Equation 10, Table 1). The heavy solid line is the boundary between dislocation
creep dominance and GSS creep dominance at 1-mm grain size, as in Figure 2. The GSS
field expands at the expense of dislocation creep as grain size decreases, and contracts as
grain size increases, as shown by the long/short dashed lines (WB Durham, LA Stern,
SH Kirby, submitted for publication).

and dislocation creep is itself GSS, of course, as shown in Figure 5. Geologic
time, however, favors both low stresses and grain growth. These act at cross
purposes with respect to dominance of GSS creep over dislocation creep. Thus,
to understand rheology in natural settings, it is important to understand processes
that influence grain size.

Grain size is probably not a free variable, despite the form of the creep law
Equation 10. Thermodynamic forces associated with curved grain boundaries and
intracrystalline defects drive processes of normal grain growth and recrystalliza-
tion that lead to grain-size increase or reduction. The process is ongoing during
deformation, because defects are constantly being generated, and is termed dy-
namic recrystallization. In the geologic view, that is, over very long times and very
large strains, dynamic recrystallization can be expected to lead to a prescribed grain
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size [for a general review of these topics, see Poirier (1985)]. The key rheological
question is, does the grain size balance, once achieved, put the material in the GSS
creep field or the dislocation creep field?

Normal grain growth proceeds at a temperature-dependent rateK according to

d2 − d2
0 = Kt

K = K0e−Q/RT, (24)

whered0 is the grain size at timet = 0 andK0 andQ are constants (e.g. Porter &
Easterling 1992). The rateK derived from limited laboratory studies (Arena et al
1997) and from grain size vs age and temperature observations in terrestrial ice
sheets (De La Chapelle et al 1998, Duval & Lliboutry 1985, Gow 1969) is roughly
that identified by Gow (1969) asK0 = 5.9 mm2 · s−1 andQ = 48.6 kJ/mol. If
normal growth acts alone, then in the actively convecting portion of a Europa ice
shell with a meanT = 235 K (Pappalardo et al 1998b), grain diameters will reach
at least several millimeters within a few thousand years, and GSS creep will slow
to rates below those of dislocation creep.

It has been widely observed that dynamic recrystallization leads to a simple
relationship between grain size (or subgrain size) and stress, independent of tem-
perature and other variables. Thus,

d = Aσ−m (25)

wherem = 1 or slightly larger andA is a material constant. In geology, this partic-
ular relationship provides workers with a powerful paleopiezometer (Twiss 1977),
given a rock sample for which there is evidence that the current grain size is the
result of dynamic recrystallization. Equation 25 is widely used, perhaps because
of its appealing simplicity, but it is mainly empirical and its theoretical support
is shaky at best (Poirier 1985). A closer examination of the dynamic balance
between processes of recrystallization and the generation of dislocations during
creep shows thatA in Equation 25 is generally temperature sensitive and poten-
tially dependent on the stress exponentn in the creep law (Equation 10) (Derby
1990, Derby & Ashby 1987, Shimizu 1998). Among studies where Equation 25
has been applied to dynamic recrystallization in ice is a compilation by Jacka &
Li (1994), who found thatm = 3 for ice at very warm temperatures (>263 K).
de la Chapelle et al (1998) used Equation 25 with an assumed value ofm = 1 at
cooler temperatures along with grain-size measurements in ice cores to estimate
strain rates in terrestrial ice sheets. McKinnon (1999) used Equation 25 in reverse
(as discussed below), along with reasonable strain rates for deforming ice in the
Europan ice shell, to calculate that ice grain size should be<1 mm at 260 K,
implying a GSS rheology (Figure 5).

Deformation by dislocation creep will generate dislocations and other defects
that will drive grain size smaller, pushing rheology toward the GSS field. Con-
versely, if GSS is incapable of generating dislocations, then material deforming



P1: FUM

March 17, 2001 14:11 Annual Reviews AR125-11

316 DURHAM ¥ STERN

purely by GSS will experience only normal grain growth, driving rheology toward
the dislocation creep field. de Bresser et al (1998) suggested that the rheological
balance thus reached between GSS and dislocation creep must be very close to
that at the boundary between the two regimes, so that the steady state grain size
would be approximately that calculated by equating the two flow laws (Equation
10) for dislocation creep (subscripts disloc) and GSS (subscripts GSS):

d = (AGSS/Adisloc)
1/pe(Qdisloc−QGSS )/pRTσ−(ndisloc−nGSS )/p, (26)

whereQ ≡ E∗ + PV∗. The de Bresser et al (1998) hypothesis currently lacks
a detailed microphysical basis, although there is remarkably strong support for
Equation 26 in laboratory data on deformed olivine and calcite (de Bresser et al
2001).

It should be emphasized that the preceding discussion applies to pure ice. The
thought that grain size is deterministic and that its rheology does not require addi-
tional observational data must be an attractive one, both to modelers of planetary
processes and to experimentalists. It is clear from terrestrial observations, how-
ever, that chemical impurities and dust cause a distinct slowing of normal grain
growth (Alley et al 1986; Alley & Woods 1996; Thorsteinsson et al 1995, 1997).
When two deforming phases are present, processes can become considerably more
complex. There is ample terrestrial evidence for localized shear zones indicative
of GSS creep-related instabilities, for example.

A similar situation should exist in planetary settings. On the cold surfaces of
the large icy moons of Jupiter and beyond, where temperatures are near 100 K,
grain growth of H2O ice will be slow. Figure 2 suggests that GSS mechanisms
will dominate, assuming values ofσ < 1 MPa. At warmer interior temperatures,
however, the range of domination of dislocation creep reaches to lower stresses
and at the same time grain sizes will be larger, further widening the dislocation
creep field (Figure 5). It seems that accurate modeling of flow on large celestial
bodies from Earth to Europa requires consideration of both flow mechanisms.

The Brittle Field

The strength of the outermost layers of an icy moon may be influenced by the
brittle properties of ice. In the terminology of the previous section, the transition
from ductile to brittle behavior occurs in the near-surface region, where differ-
ential stress is comparable to lithostatic pressure so that volume nonconservative
mechanisms are allowed to operate. Ductile mechanisms of deformation are typi-
cally more temperature sensitive than brittle mechanisms, so the low temperature
of planetary surfaces also favors brittle deformation. Where the crustal material is
intact, perhaps as on younger surfaces such as Europa’s, brittle behavior involves
creation of new fracture surfaces. Older solar system surfaces are probably laced
with fractures from such processes as meteoritic activity, and are therefore weaker.
The relevant brittle behavior in that case is frictional sliding.
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Understanding intact planetary crusts is currently beyond our capabilities. In-
terpretation of brittle processes even on our own planet is difficult, because the
tensile strength of rock is notoriously scale-dependent and strongly affected by
local structural and chemical heterogeneities, and is therefore only weakly con-
strained by results of laboratory-scale testing. In fact, a similar scaling argument,
that brittle strength tends to decrease with increasing sample volume (for a review,
see Paterson 1978) strongly suggests that at wavelengths relevant to planetary
landforms, intact ice cannot exist, even on Europa. It is much easier to model
planetary surfaces if one takes the view that they come prefaulted. For the inter-
ested reader, there has been extensive study of the brittle-to-ductile transition in
ice at terrestrial temperatures (e.g. see Rist & Murrell 1994) as well as some work
at planetary temperatures (Kirby et al 1987).

In the case of a prefaulted crust, brittle behavior is regulated by frictional prop-
erties, which are less scale dependent and for which there is sufficient laboratory
data to draw a rudimentary strength map for the uppermost layers of an icy moon.
Frictional strength depends strongly on pressure but only weakly on temperature,
and so increases with depth. Ductile strength depends mainly on temperature, and
so decreases with depth. Plotting both these trends as strength vs depth, assuming
a reasonable geothermal gradient (and because ductile strength is strain-rate sensi-
tive, also fixing strain rate) generates another style of deformation map (Figure 6).
We have already discussed the flow laws for ice I. The curves for brittle strength
in Figure 6 are based on measurements by Beeman et al (1988) for the frictional
strength on preexisting faults. The coefficient of friction, defined as the shear
strength of a fault divided by the stress normal to the fault, isµ = 0.55 at normal
stresses below 20 MPa, and drops to 0.20 at higher normal stresses. On the basis of
Figure 6, the depth of the brittle crust on Ganymede under extensional conditions
should be approximately 10 km.

Preferred Crystallographic Orientation

Isotropic polycrystalline ice, that is, polycrystalline ice whose grains are randomly
oriented with respect to one another, can develop a preferred crystallographic ori-
entation during ductile strain. Preferred crystallographic orientation (called fabric
by geologists and texture by metallurgists) is a common rheological effect in dis-
location creep that is traceable to the existence of favored slip planes and slip
directions in the crystal lattice. Just as a deck of playing cards compressed from
the ends will slip and rotate away from the direction of compression, so grains of
ice I in compression will tend to rotate during deformation such thatcaxes, normal
to the weak basal slip plane, will rotate toward the compression direction. The
pattern of preferred orientation depends on the state of stress (e.g. Azuma 1994),
and the result in some cases is that the strength of the aggregate will be significantly
lower than that before the preferred orientation developed. The softening effect,
often called tertiary creep (to distinguish it from primary creep, which is the initial
strain-dependent inelastic response to load change, and secondary creep, which is
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Figure 6 Strength of the Ganymede lithosphere, plotted as maximum differential stress vs
depth, assuming the pressure and temperature gradients indicated. Lighter curves show the
ductile strength (labeled with strain rate because ductile strength is strain-rate sensitive).
The ductile strength curves are calculated from Equation 10 and the flow parameters in
Table 1. The deformation regime is B. The heavier curves show the frictional strength of
ice, based on the laboratory data of Beeman et al (1988) for the case of lithospheric extension
(ABC) and compression (EFG). The knee in the curves reflects an observed change in the
coefficient of friction from 0.55 at low values of fault-normal stress to 0.20 at higher values
of fault-normal stress. The frictional strength has negligible strain-rate sensitivity. Thus,
in the case of lithospheric extension at, say, an imposed rate of 10−16 s−1, strength at the
surface (pointA) is very low where the brittle field dominates and pressure is low. Pressure
increases with depth, so strength increases alongAB. However, temperature also increases,
and at some point (B), the lithosphere will deform in ductile fashion as readily as it will in
brittle fashion. Thereafter, ductile strength decreases and governs strength, which follows
the curveBD. (From Beeman et al 1988.)

usually called steady-state creep), is well documented in ice at warm conditions,
typically>250 K [for a thorough review, see Budd & Jacka (1989)]. For example,
within aboutε = 0.10 in pure shear, the locus ofc axes in polycrystalline ice
forms a small circle girdle around the compression direction (Jacka & Maccagnan
1984), whereas in simple shear a bimodal pattern will develop and eventually (with
sufficient strain) grade to a single pole, with the basal planes aligned in the plane
of shear (Bouchez & Duval 1982, Kamb 1972). The tertiary creep rate in pure
shear is about three times faster than the creep rate for isotropic ice under the same
stress and temperature, and about nine times faster in simple shear (Budd & Jacka
1989).
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Although very much applicable to planetary science, for instance to the large
strains in a pure-ice Ganymede mantle, there has been only minor evidence cited
of tertiary creep in laboratory tests at planetary temperatures. The matter is by no
means closed, however, because studies have not been exhaustive. For example,
there has been no investigation of ice deformed in simple shear, or to very large
strains (>1) at planetary conditions. The creep rate of ice I deformed in pure shear
in the dislocation creep regime at 160< T < 258 K andσ > 5–10 MPa does not
change significantly (after an early transient stage), to at leastε = 0.30 (Durham
et al 1997). Active recrystallization driven by high dislocation densities at these
stress levels may erase developing anisotropies. Durham et al (2001) see signs
of extended transient strain softening at lower stresses, perhaps due to the lower
driving force for recrystallization. However, recrystallization is also very active
in warm samples that exhibit tertiary creep (Meglis et al 1999), and the onset of
recrystallization with increased strain rate at warmer temperatures in polar ice caps
produces dramatic fabric changes from anisotropic to nearly isotropic (Figure 7).
Recrystallization under deviatoric stress adds another layer of complexity (Kamb
1961, Paterson 1973). Similarly to ice I at planetary temperatures, none of the
higher-pressure phases, ice II, III, V, or VI, exhibits signs of tertiary creep (Durham
et al 1997). There has been one direct measurement of fabric in high-pressure ice,
that of Bennett et al (1997), who found that (rhombohedral) ice II deformed in
axial compression developed a girdle signifying slip on prism planes (normal to
the basal plane) that was measurable atε = 0.07 and very strong atε = 0.57.

PLANETARY APPLICATIONS

It is not the purpose of this review to critically compare planetological models
that involve the rheology of water ice. This is not to say that the topic should be
avoided entirely. We give a number of examples here of how ice rheology has
been applied to the planets.

Thermal Evolution

Primary among the structural influences that ice exerts on icy satellites is the ef-
fect of its rheology on thermal evolution (Schubert et al 1986). Early thermal
models showed that objects of mean density around 2 Mg/m3 (i.e. roughly equal
masses of silicates and ice, typical of icy moons), with diameters greater than a
few hundred kilometers and chrondritic abundances of radiogenic elements in the
rocky phases, would easily achieve melting in the absence of solid-state convection
(Consolmagno & Lewis 1976, Lewis 1971). Once melt appears, the chance for
runaway melting increases, as rocky material falling through the liquid releases
its gravitational potential energy. Nonconvective models universally predict that
the large low-density moons (Ganymede, Callisto, and Titan) will differentiate to
a rocky core, possibly a rock plus ice lower mantle, a liquid mantle, and an ice
plus rock crust.
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Figure 7 Illustration of the effect of dynamic recrystallization on fabric. Photographs at
the left are thin sections of ice from the Greenland Ice Core Project core from depths of 2807
m and 2862 m. Stereographic projections at the right show the corresponding orientations
of c axes of all the grains in the thin sections. At 2807 m, the ice has a strongc-axis fabric,
but 55 m lower in the core, grains have recrystallized, and most of the preferred orientation
has been erased. (From Thorsteinsson et al 1997.)

Convection in a layer heated from below occurs as buoyancy forces caused
by thermal expansion overcome mechanical stability. The ratio of buoyancy to
stability is usually stated as a dimensionless parameter called the Rayleigh number
(Ra):

Ra= (gαρD31T)/κηeff, (27)

whereg is the gravitational acceleration,α the coefficient of volumetric thermal
expansion,ρ the density,D the layer thickness,1T the temperature drop across
D, andκ the thermal diffusivity. As Ra increases, the likelihood of convection
increases. The criterion for onset of convection is

Ra> Racrit, (28)
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where Ra is of order of 103. Lower effective viscosityηeff means less mechanical
stability and increased probability of convection. Calculations using reasonable
values for the viscosity of ice show that with convection, the interiors of even the
largest icy satellites should not melt (Schubert et al 1986).

However, the advective transport of heat that accompanies convection is an
efficient planetary cooling mechanism (thermal models usually assign an adiabatic
temperature gradient to the convecting layer). Convection thus cools and lowers the
buoyancy factor in Ra, making convection less likely. There is thus the possibility
of planetary self-regulation, with temperatures reaching the level required to
achieve the viscosity necessary to balance internal heat production. This principle
was first discussed by Tozer (see Schubert et al 1981). The balance that is struck
depends on the temperature dependence ofηeff. Thus, the rheology of ice must pro-
foundly affect the internal structure of icy satellites and, to the extent that inner pro-
cesses are expressed in crustal tectonics, the outward appearance as well. The three
icy Galilean satellites, Europa, Ganymede, and Callisto, which as a result of the
Galileo mission are the most heavily studied of the large icy moons, present a
useful study in contrasts (Showman & Malhotra 1999). One of the outstand-
ing questions in planetary science is the so-called Ganymede-Callisto dichotomy,
the conundrum of two moons that have similar size and composition but entirely
different inner structures (judged by moment of inertia) and outward appearance
(McKinnon & Parmentier 1986). One must look first to the rheology of ice for an
explanation.

Crater Relaxation

Satellite geotherms are typically characterized by a very cold surface (within a
few 10 K of 100 K) and a steeply rising temperature-vs-depth profile. Struc-
turally, the satellites thus resemble soft, deformable material overlain by a hard
lid. Long-wavelength features such as large craters are therefore influenced by the
less-viscous material at depth and thus, for instance, will develop bowed floors,
whereas shorter-wavelength features such as crater rims and the entirety of smaller
craters sense mostly the stiffer near-surface material (Scott 1967). Large craters
invariably show a much more degraded topography with respect to smaller craters,
and systematics of size vs relaxation are a quantitative probe of interior rheology
(Parmentier & Head 1981).

Computer modeling suggests that despite the poor ductility of the cold surface,
brittle and transitional ductile-to-brittle flow are not important processes in crater
relaxation (Dombard & McKinnon 2000), except in the case of very large craters
that involve long-range tectonism and crustal thinning (Allemand & Thomas 1991,
Melosh 1982). Modeling is difficult, however, because few applications of labo-
ratory data undergo the extreme strain-rate extrapolation required of crater relax-
ation. Predicted relaxation rates based on lab data have varied enormously. Even
in models that incorporate fully non-Newtonian rheology, predictions are badly
inconsistent: Thomas & Schubert (1988) assumed a pure-ice Ganymede crust and
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an early version of the dislocation creep regime C (withn = 4.7) and found that
large craters relaxed far too quickly (e-folding times of crater depth∼107 years)
to be consistent with the current crater morphology on Ganymede. Dombard
& McKinnon (2000) repeated that exercise, including even the softer-rheology
GSS creep, yet founde-folding times nearly two orders of magnitude longer
than those found by Thomas & Schubert (1988). The large discrepancy remains
unexplained.

Phase Change and Mantle Convection

With internal pressures exceeding 2 GPa, phase changes must be ubiquitous in an
icy, convecting mantle in the three low-density giants Ganymede, Callisto, and
Titan (Figure 3). Because of density and entropy changes across phase bound-
aries, thermally driven convection of material across a phase boundary will either
inhibit or assist convection, depending on the Clapeyron slope,dP/dT, of the
phase boundary (Bercovici & Schubert 1986, Christensen 1995, McKinnon 1998,
Schubert & Turcotte 1971). For ice I→ II, the Clapeyron slope is positive (Figure
3), so a descending (and therefore cooler than its surroundings) plume of ice I
will encounter the II phase boundary at lowerP than if it were not convecting.
The phase change therefore occurs at shallower depth than in the nonconvecting
surroundings, and the increase in density of the now-transformed ice II (about 20%
over ice I) drives the convection faster. Likewise, an ascending plume of ice II is
warmer than its surroundings. It will encounter the ice I phase boundary at higher
pressure and will therefore also drive convection. The situation reverses for a
negative Clapeyron slope, as for instance with ice I→ III and II → V. In that case,
the descending plume becomes more buoyant than otherwise (and the descending
plume less buoyant), and convection is impeded. The effect of Clapeyron slope
is sufficiently strong in ice that convection may not be able to penetrate either the
I–III or II–V phase boundaries (Bercovici & Schubert 1986, McKinnon 1998). By
extension, there is a decreased propensity for double-layer convection through the
ice I and II depths. Double-layer convection leads to significantly warmer interior
temperatures, because of the presence of a nonconvecting thermal boundary layer
between convecting layers. Thus, the effect of Clapeyron slope on overall thermal
evolution can be profound.

There are also a number of kinetic effects related to phase changes in ice, the
most pronounced of which may be the metastability of ice III in the warmer part
of the phase field of ice II (Bridgman 1912, Durham et al 1988). It seems unlikely
that such metastability could persist on a planetary timescale, but given (a) the
profound nature of this metastability as viewed on the laboratory timescale, even
able to withstand large ductile strains and repeated transformation back and forth
to ice V, (b) the large viscosity contrast between ice II and III (Figure 4), and (c)
the proximity of plausible satellite geotherms to the ice II–III phase boundary (e.g.
Mueller & McKinnon 1988), the metastability should not be completely ignored
by planetologists.



P1: FUM

March 17, 2001 14:11 Annual Reviews AR125-11

RHEOLOGY OF WATER ICE 323

In the zone of transformation, kinetically limited or otherwise, there is also a
brief transformation-induced weakening that can occur if the two phases physi-
cally mix during transformation and if there is a density difference between the
phases. The density contrast causes local internal stresses, which are biased by the
external deviatoric stress field toward producing enhanced strain rates in the direc-
tion of the applied differential stress (Poirier 1985). This transformation plasticity
(sometimes called transformation superplasticity) has been observed in ice I–II
and I–III cycling in the laboratory (Dunand et al 2001).

How Thin is Europa’s Ice Shell?: A Case Study

Although the existence of a Europan internal ocean is not proven, current thinking
centers on a differentiated Europa whose 150-km outer layer of water (Anderson
et al 1998) consists of a solid ice shell overlying a liquid ocean. Tidal strains
forced by an orbital resonance with Io and Ganymede (along with some amount
of radiogenic heating) supply sufficient heat to keep the base of the ice shell
from growing downward (Ojakangas & Stevenson 1989), and surface morpho-
logy shows plentiful signs of viscous activity not far below the rigid outer skin
(Showman & Malhotra 1999). Although the Europan ice shell may well contain
significant amounts of hydrated salt phases (Kargel 1998b), for which there are no
rheological data, the relatively tight geological constraint on flow within the shell
along with improved understanding of ice rheology from the laboratory have cat-
alyzed modeling activity based on pure ice rheology (McKinnon 1999, Pappalardo
et al 1998b).

Ojakangas & Stevenson (1989) modeled a nonconvective Europan ice shell and
found that an ice thickness of roughly 25 km would dissipate the heat generated
by tidal flexing through conduction alone. They may not have considered the
possibility of convective overturn at this thickness because the flow law they used
for ice was the terrestrially inspired Glen law for ice,n = 3 in Equation 10, with a
very high activation energy ofQ = 139 kJ/mol. This makes ice unrealistically hard
at temperatures below about 260 K (Table 1), i.e. throughout most of the ice shell.
It is interesting to note, however, that the same law applied (more appropriately) to
the very warm base of the putative ice shell shows that lateral flow of soft ice will
smooth any irregularities at the base, giving the shell a nearly constant thickness
everywhere (Stevenson 2000).

Pappalardo et al (1998b) and McKinnon (1999) considered convective insta-
bility in a soft layer beneath a stagnant lid and used the most current laboratory-
determined rheological laws for the creep of ice I, including that for GSS creep.
The key parameter in convective instability criterion (Equation 28) is effective
viscosity ηeff, which depends not only on grain size but, for a non-Newtonian
material, onσ (or, equivalently,̇ε) as well (Equation 19). The Pappalardo et al
(1998b) approach is to assume that convective strain rate is roughly the same as the
relatively fast cyclic tidal strain rate of approximately 2× 10−10 s−1 (Ojakangas
& Stevenson 1989) and to assume that grain size ranges from 0.1 mm in the
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cool portions to 10 mm in warmer portions of the ice shell. Given a reasonable
temperature gradient,ηeff is then calculated from Equations 10 and 19. Pappalardo
et al (1998b) find that the applicable creep regime is GSS, and that convective
instability must develop for a ductile sublayer thickness of 2–8 km and a total
shell thickness of 6–26 km (as recalculated by McKinnon 1999). The spacing
of Europa’s ubiquitous domes and pits is in fact roughly twice the thickness
of the sublayer, consistent with their apparent diapiric origin (Pappalardo et al
1998b).

McKinnon (1999) made several refinements to the Pappalardo et al (1998b)
calculations but ended up with roughly the same ice shell thickness. Making sim-
plifying assumptions about some of the parameters in Equation 27, he compared
the curve of effective viscosity vs convecting layer thickness at the onset of con-
vection, Ra= Racrit, to effective viscosities calculated from the creep law for ice
(Equation 10, Table 1). His key assumption was that the viscosity from Equation
10 was, with a geometric correction, the same viscosity that corresponded to the
tidal strain rate of 2× 10−10 s−1. He also showed that the (essentially constant)
temperature in the actively convecting layer is approximately 260 K. Thus, for
ice deforming by dislocation creep, McKinnon found that the Europan ice shell
had to be>50 km thick. However, for grain sized < 1 mm, GSS creep pro-
duces a lower viscosity than dislocation creep, so shell thickness then becomes a
function ofd. Using thed-vs-σ relationship (Equation 25) withm = 1 as a fur-
ther constraint, McKinnon concluded that grain sizes in the convecting Europan
shell were<1 mm and a total shell thickness of approximately 30 km could be
expected.

It is remarkable that even with the bare minimum of experimental and observa-
tional constraint, these models predict the thin, soft ice shell with overlying hard
crust that such surface activities as crater relaxation (Thomas & Schubert 1986)
and cycloidal fractures (Hoppa et al 1999) seem to require. The intriguing pos-
sibility of a current-day internal ocean on Europa will surely encourage further
work. The next stage may involve modeling grain growth in the Europan ice shell.
As discussed above, unless limited by second-phase pinning of grain boundaries
or by a steady supply of intracrystalline defects, grain size will theoretically grow
without limit. GSS creep alone creates no crystal defects, so the dynamic picture
in the models of Pappalardo et al (1998b) and McKinnon (1999) is incomplete.
Of course, laws for grain growth in ice at temperatures lower than terrestrial still
suffer from lack of laboratory constraint.

CONCLUSION

Flow parameters have been measured for what are plausibly the mechanisms re-
sponsible for solid-state deformation on and within the icy moons, but a more fun-
damental understanding of the underlying deformation physics is needed before
we can extrapolate reliably to conditions outside those accessible in the laboratory.
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Recent discoveries of grain-boundary-related mechanisms and evidence that grain
size may self regulate at mechanism boundaries on the deformation map are intri-
guing first steps in this direction, but for now the large strain rate extrapolations
in Figures 2, 4, 5, and 6 must be considered mostly empirical. Other impor-
tant deficiencies exist in our understanding of the roles of impurities and second
phases. The former has seen almost no research at conditions beyond terrestrial,
for instance, and only limited experimental work has been directed toward the
rheology of mixed-phase icy solids, a topic that has been purposely excluded from
this review.

Is the task hopeless? Certainly not. The questions we identify today, such as the
effect of hydrated salts on the rheology of Europa’s ice shell, or which mechanism
of deformation governs (or governed) the internal dynamics on a Ganymede, are
considerably more sophisticated than those posed a quarter century ago, when
the first evolutionary models appeared. We can assume that further space-based
observations will drive better models of crustal deformation and evolution, which
will in turn influence the direction of laboratory investigations.
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