METALLIC INTERFACES IN HARSH CHEMO-MECHANICAL ENVIRONMENTS
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1. INTRODUCTION

The development of advanced energy systems requires materials that can perform at higher temperatures and more aggressive mechanical and chemical environments for longer times. For nuclear applications the additional constraint of coupling to an intense radiation field makes these problems truly formidable. The many challenges faced by materials development for advanced nuclear energy systems have been recently updated [1] in a collection of perspective articles focusing on component applications. These include fuels [2], structural materials [3], ceramics [4], environmental degradation [5], and waste immobilization [6]. In this article, written in a similar spirit, we highlight the challenges and opportunities in the modeling and simulation study of a single materials phenomenon, the breakdown of an interface oxide layer that protects a metal from environmental attack. In contrast to the above articles which emphasize the technological significance of the challenges, we are mostly concerned with fundamental issues in a materials science approach, concentrating on understanding the microstructure and unit processes that lead to constitutive models. Our single-problem focus on the destabilization of the protective oxide layer means we will be correspondingly selective in formulating a multiscale modeling and simulation strategy to carry out the envisaged investigation. In this respect our interest lies in an integrated approach, combining first-principles methods for their electronic-structure rigor with atomistic techniques for dealing with large systems at finite temperatures, all subjected to validation against experiments and taking advantage of key data input along the way from experiments.

Perhaps the most critical issue in the conceptual understanding of corrosion initiation is the role of the interface between the base metal and a fluid environment, the theme of the present discussion. The failure initiation scenario begins with the interaction between an ultrathin interface layer and the environmental surroundings, causing the formation of local pits on the nanoscale which give rise to further stress concentrations leading eventually to transgranular and intergranular cracking. The rupture of the protective layer also greatly facilitates the migration of embrittling species such as oxygen and chloride to new reactive zones in the material, the transport is again coupled to an evolving thermal, microstructural and stress environment. Thus, at the molecular scale, stress corrosion phenomena have their origins in the action of aggressive species in the interface layer with full environmental exposure.
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One might ask what is known about the “passive” protective oxide film believed to be only a few nanometers in thickness. In the case of corrosion of iron, evidence from *ex situ* electron diffraction and electrochemical measurements suggest that this film is crystalline, consisting of an inner layer of Fe₃O₄ and an outer layer of Fe₂O₃. Later studies using *in situ* methods, such as Mössbauer spectroscopy, x-ray absorption fine structure, and surfaced enhanced Raman scattering show the film to be either amorphous or a spinel structure, a combination of Fe₃O₄ and Fe₂O₃ with stoichiometry of AB₂O₄, with A and B being divalent and trivalent cations respectively. Final resolution of this issue, based largely on *in situ* synchrotron diffraction, finds the film to be different from any bulk oxide phase [7]. Its structure, designated the LAMM phase, is crystalline [8], but also highly defective and may be regarded as that of a cation-deficient magnetite, Fe₃O₄. Moreover, the film is nanocrystalline, with grains of size 6 nm Fe(001) and 4.5 nm Fe(110).

Given the structure of the oxide layer the next question could be its microstructure evolution under conditions of temperature, stress, and reactive species. As we will see in Sec. III, part B, an attempt has been made to investigate ion transport in this system, but no definitive results are yet available. Thus any scenario of rupture remains future research. Modeling and simulation along with *in situ* spectroscopic and microscopic characterization approaches highlighted here present invaluable opportunities in elucidating governing mechanisms in the chemo-mechanical degradation of nuclear structural materials.

2. ATOMISTIC MEASURES OF STRENGTH AND TOUGHNESS

2.1 Multiscale Modeling and Simulation Capabilities

The emergence of multiscale materials modeling as a multidisciplinary outgrowth of computational science has received considerable recognition, as can be seen from a number of funding agency reports [9,10], collection of early conference proceedings and special journal issues [11,12] and compendium publications [13]. For illustrating the use of atomistic simulations to study structural stability, fracture, and defect transport properties of metals, we can point to a set of results on α-Fe, ranging from early investigations of martensitic transformation [14,15] brittle-ductile transition in crack propagation [16-19], and grain-boundary diffusion [20,21] to more recent first-principles calculation of point defect concentrations in metastable Fe-C alloys [22], and the development of a many-body interatomic potential for Fe-C alloys [23]. These may be seen as examples of building a database of atomistic measures of strength and deformation in the attempt to understand materials strength at the microscale [24].

The mechanical stability of a crystal lattice can be defined through stability criteria, a set of conditions on the elastic moduli which specify the critical level of stress that the system can withstand [25,26]. This concept of ideal strength has been examined from the standpoint of elasticity [27,28], and extended to finite strain [29,30] and shown to be equivalent to a thermodynamic formulation by Gibbs [31]. As a consequence, we have now an understanding of how to determine theoretical limits to material strength using atomistic models and first-principles methods [32,33].

Under a uniform load the deformation of a single crystal is homogeneous up to the point of structural instability. For a cubic lattice under an applied hydrostatic stress, the load-dependent stability conditions are particularly simple, being of the form

\[ B = (C_{11} + 2C_{12} + P)/3 > 0 \]
\[ G' = (C_{11} - C_{12} - 2P)/2 > 0 \]
\[ G = C_{14} - P > 0 \]

where P is positive (negative) for compression (tension), and the elastic constants Cij are to be evaluated at the current state. Eq.(1) has a simple physical interpretation when one recognizes that B is an effective bulk modulus, and G’ and G are the tetragonal and rhombohedral shear moduli respectively. While this result has been known for some time [34-36], direct verification against atomistic simulations showing that the criteria do accurately describe the critical value of P (Pc) at which the homogeneous lattice becomes unstable has been relatively recent [29,37-41]. One may therefore regard Pc as a definition of theoretical or ideal tensile (compressive) strength of the lattice.

Turning now to molecular dynamics simulations we

![Fig. 1. Atomistic Stress-Strain Response of a Single Crystal of Ar Under Uniaxial Tensile Deformation at Constant Strain at a Reduced Temperature of 0.3 (35.9K). Simulated Data are Indicated as Circles and Solid Line is Drawn to Guide the Eye](image-url)
show in Fig. 1 the stress-strain response for a single crystal of Ar under uniaxial tension at 35.9K [42]. At every step of fixed strain, the system is relaxed and the virial stress evaluated. One sees the expected linear elastic response at small strain up to about 0.05; thereafter the response is nonlinear but still elastic up to a critical strain of 0.1 and corresponding stress of 130 MPa. Applying a small increment strain beyond this point causes a dramatic stress reduction at point (b). Inspection of the atomic configurations at the indicated points shows the following. At point (a) several point defect like inhomogeneities have been formed; most probably one or more will act as nucleation sites for a larger defect which causes the strain energy to be abruptly released. At the cusp, point (b), one can clearly discern an elementary slip on an entire [111] plane, the process being so sudden that it is difficult to capture the intermediate configurations. Figuratively speaking, we suspect that a dislocation loop is spontaneously created on the (111) plane which expands at a high speed to join with other loops or inhomogeneities until it annihilates with itself on the opposite side of the periodic border of the simulation cell, leaving a stacking fault. As one increases the strain the lattice loads up again until another slip occurs. At (c) one finds that a different slip system is activated.

2.2 Microstructural Effects

Fig. 1 is a typical stress-strain response on which one can conduct very detailed analysis of the deformation mechanism using the atomic configurations available from the simulation. This atomic-level version of structure-property correlation can be even more insightful than the conventional macroscopic counterpart simply because in simulation the microstructure can be as well characterized as one desires. As an illustration we repeat the deformation simulation using as initial structures other atomic configurations which have some distinctive microstructural features. Consider the results on cubic SiC (3C or beta phase), which has zinc-blends structure, obtained using an empirical bond-order potential [43] for a single crystal and prepared amorphous and nanocrystalline structures. [44] Fig. 2 shows the stress-strain response to hydrostatic tension at 300K. At every step of fixed strain, the system is relaxed and the virial stress evaluated. Three simulation cells are studied, all with periodic boundary conditions. The amorphous sample is an enlargement of a smaller cell, leaving a stacking fault. As one increases the strain the lattice loads up again until another slip occurs. At (c) one finds that a different slip system is activated.

The responses of the amorphous and nanocrystal samples differ significantly from that of the single crystal. The former shows a broad peak, at about half the critical strain and stress, suggesting a much more gradual structural transition. Indeed, the deformed atomic configuration reveals channel-like decohesion at strain of 0.096 and stress 22 GPa. Another feature of the amorphous sample is that the response to other modes of deformation, uniaxial tension and shear, is much more isotropic relative to the single crystal, which is perhaps understandable with bonding in SiC being quite strongly covalent and therefore directionally dependent. For the nanocrystal, the critical strain and stress are similar to the amorphous phase, except that the instability effect is much more pronounced, qualitatively like that of the single crystal. The atomic configuration shows rather clearly the failure process to be intergranular decohesion. These observations allow one to correlate the qualitative behavior of the stress-strain responses with a gross feature of the system microstructure, namely, the local disorder (or free volume). This feature is of course completely absent in the single crystal, well distributed in the amorphous phase, and localized at the grain boundaries in the nanocrystal. The disorder can act as a nucleation site for structural instability, thereby causing a reduction of the critical stress and strain for failure. Once a site is activated, it will tend to link up with neighboring activated sites, thus giving rise to different behavior between the amorphous and nanocrystal samples.
2.3 Crack Front Extension: Fracture Fundamentals

Is it possible to study how a sharp crack evolves in a crystal lattice without actually driving the system to the point of instability? By this we mean following the pathway of crack front motion while the lattice resistance against such displacement is still finite. Despite a large number of molecular dynamics simulations on crack tip propagation (e.g., see [45]), this particular issue has not been examined. Most studies to date have been carried out in an essentially 2D setting, with periodic boundary condition imposed along the direction of the crack front. In such simulations the crack tip is sufficiently constrained that the natural response of the crack front cannot be investigated. Besides the size constraint on the crack front, there is also the problem that in direct MD simulation one frequently drives the system to instability, resulting in abrupt crack-tip displacements which make it difficult to characterize the slow crack growth by thermal activation. We discuss here an approach capable of probing crack front evolution without subjecting the system to critical loading. This involves using reaction pathway sampling to probe the minimum energy path (MEP) [46] for the crack front to advance by one atomic lattice spacing, while the imposed load on the system is below the critical threshold. This method has been used to characterize the atomistic configurations and energetics of crack extension in a metal (Cu) [47] and a semiconductor (Si) [48], allowing a comparison that elucidates how ductility or brittleness of the crystal lattice can manifest in the mechanics of crack front deformation at the nanoscale.

Consider a 3D atomically sharp crack front which is initially straight, as shown in Fig. 3(a). Suppose we begin to apply a mode-I load in incremental steps. Initially the crack would not move spontaneously because the driving force is not sufficient to overcome the intrinsic lattice resistance. What does this mean? Imagine a final configuration, a replica of the initial configuration with the crack front translated by an atomic lattice spacing in the direction of the crack advancement. At low loads, e.g., \( K_1 \) as shown in Fig. 3(b), the initial configuration (open circle) has a lower energy than the final configuration (closed circle). They are separated by an energy barrier which represents the intrinsic resistance of the lattice. As the loading increases, the crack will be driven toward the final configuration; one can regard the overall energy landscape as being tilted toward the final configuration with a corresponding reduction in the activation barrier (see the saddle-point states (shaded circle) in Fig. 3(b). As the load increases further the biasing becomes stronger. So long as the barrier remains finite the crack will not move out of its initial configuration without additional activation, such as thermal fluctuations. When the loading reaches the point where the lattice-resistance barrier disappears altogether, the crack is then unstable at the initial configuration; it will move without any thermal activation. This is the athermal load threshold, denoted by \( K_{\text{ath}} \), in Fig. 3(b). In our simulation, we study the situation where the applied load is below this threshold, thereby avoiding the problem of a fast moving crack that is usually over-driven.

The cracks in Cu and Si that we will compare are both semi-infinite cracks in a single crystal, with the crack front lying on a (111) plane and running along the (\( \overline{1}10 \)) direction. The simulation cells consist of a cracked cylinder cut from the crack tip, with a radius of 80 A. The atoms located within 5 A of the outer surface are fixed according to a prescribed boundary condition, while all the remaining atoms are free to move. To probe the detailed deformation of the crack front, the simulation cell along the cylinder is taken to be as long as computationally feasible, 24 (Cu) and 2(Si) unit cells. A periodic boundary condition is imposed along this direction. With this setup, the number of atoms in the system are 103,920(Cu) and 77,200(Si). For interatomic potentials we use a many-body potential of the embedded atom method type for Cu [49] for which the unstable stacking energy has been fitted to the value of 158 mJ/m², given by an ab initio calculation, and a well-known three-body potential model for Si proposed by Stillinger and Weber [50].

Prior to applying reaction pathway sampling, we first determine the athermal energy release rate, denoted by
$G_{\text{emit}}$ (corresponding to $K_{\text{th}}$ in Fig. 3(b)). This is the critical value at which the activation energy barrier for dislocation nucleation vanishes, or equivalently a straight dislocation is emitted without thermal fluctuations [51,52]. As detailed in [47], the athermal load is determined to be $K_{\text{th}} = 0.508\text{MPa}$ (or $G_{\text{emit}} = 1.629\text{J/m}^2$, based on the Stroh solution [53]) for the nucleation of a Shockley partial dislocation across the inclined slip plane. So long as the applied load is below $K_{\text{th}}$, the crack front will remain stable. It is in such a state that we will probe the reaction pathway for dislocation using the method of nudged elastic band (NEB) [46]. The quantity we wish to determine is the minimum energy path (MEP) for the emission of a partial dislocation loop from an initially straight crack front. MEP is a series of atomic configurations connecting the initial and final states. Here the initial configuration is a crack front as prescribed by the Stroh solution which is then relaxed by energy minimization, while the final configuration is a fully formed straight Shockley partial dislocation, a state obtained by taking the simulation cell containing a pre-existing Shockley partial dislocation and reducing to the same load as the initial state. (The pre-existing partial was generated by loading the simulation cell at a level above the threshold $G_{\text{emit}}$.) To find the MEP a number of intermediate replicas of the system (15 in this case) which connect the initial and final states are constructed. We choose the intermediate replicas that contain embryonic loops resulting from the relaxation of a straight crack front, allowing for the nucleation of a curved dislocation. The relaxation of each replica is considered converged when the potential force vertical to the path is less than a prescribed value, taken to be 0.005 eV/Å.

The sequence of replicas define a reaction coordinate in the following sense. Each replica in the sequence is a specific configuration in 3N configuration hyperspace, where N is the number of movable atoms in the simulation. For each replica we calculate the hyperspace arc length $l$ between the initial state $x_i^N$ and the state of the replica $x^N$. The normalized reaction coordinate $s$ is defined to be $s = l/l_i$, where $l_i$ denotes the hyperspace arc length between the initial and final states. The relaxed energy of any replica is a local minimum within a 3N-1 hyperplane vertical to the path. By definition MEP is a path that begins at $\Delta E=0 (s=0)$, where $\Delta E$ is the relaxed energy measured relative to the energy of the initial state. Along the path (reaction coordinate $s$) $\Delta E$ will vary. The state with the highest energy on this path is the saddle point, and the activation energy barrier is the energy difference between the saddle point and the initial state. Fig. 4 shows the MEP for the nucleation of a dislocation loop from the crack front in Cu, loaded at $G = 0.75 G_{\text{emit}}$. Notice that at this loading the final state is strongly favored over the initial state. The presence of a lattice resistance barrier at this particular loading is clearly indicated.

To visualize the variation of atomic configurations along the MEP, we turn to displacement distributions between atomic pairs across the slip plane. Fig. 5(a) shows a contour plot of the shear displacement distribution along the crack front at the saddle-point state. One can see the shape of a dislocation loop bowing out; the profile of $b/2$...
shear displacement is a reasonable representation of the locus of dislocation core. Also this is an indication that the enclosed portion of the crack front has been swept by the Shockley partial dislocation loop. Besides shear displacement, normal or opening displacement, in the direction is also of interest. The corresponding distribution is shown in Fig. 5(b). One sees that large displacements are not at the center of the crack front. In Figs. 5(a) and 5(b) we have a detailed visualization of the crack front evolution in three dimensions. The largest displacements are indeed along the crack front, but they are not of the same character. The atoms move in a shear mode in the central region, and in an opening mode on the two sides. For a similar discussion of crack advancement in a semiconductor (Si) rather than a metal, the reader can consult [48].

3. CHEMICAL REACTIVITY AND ELECTRON TRANSFER

Consult [48]. For a similar discussion of crack advancement in a semiconductor (Si) rather than a metal, the reader can consult [48].

3.1 Chemical Reactivity and Electron Transfer

Modeling chemical reactivity in stress corrosion cracking (SCC) requires electronic-structure approaches capable of treating electron-transfer reactions [54] and describing accurately the chemistry of transition-metal complexes [55]. The techniques and algorithms also must consider complex boundary conditions to allow reactions occurring in solution [56]. We consider briefly a method for describing transition metals, based on the formalism of self-consistent, linear-response GGA+U, and a new energy functional for electron transfer processes.

3.1.1 Self-Consistent, Linear Response GGA+U

Though density functional theory (DFT) is exact in principle, the explicit expression of the exchange-correlation energy functional is not known and therefore approximations are needed. The most popular are the local-density approximation (LDA), in which the energy functional is that of a homogeneous electron gas with the same local charge density, and the generalized-gradient approximation (GGA), in which a measure of non-locality is introduced. The approximations are in the spirit of a mean-field approach, where each electron interacts with the charge density of the others. However, when the valence electrons are localized in atomic-like orbitals, their motion becomes correlated and many-body effects become dominant, as is the case for many transition-metal oxides. For these systems, most commonly used approximations can fail in a severe manner, for example, insulators are predicted to be metals and structural properties incorrectly calculated. Among the correction schemes that have been introduced the LDA+U approach is one of the simplest and most effective. One can introduce a modified form in which the strength of the correction is controlled by a screened on-site electron-electron repulsion \( U \) (“Hubbard U”) whose explicit expression and appropriate value now need to be determined [55]. This approach has been found to be effective in a study of the \( Fe_2 \) and \( Fe_2 \) dimers [55].

3.1.2 Electron-Transfer and Redox Reactions

According to the picture pioneered by R. Marcus, in a polar solvent the electron transfer process is mediated by thermal fluctuations of the solvent molecules. In the reactant state, the electron being transferred is initially trapped at the donor site by solvent polarization, but transfer can occur when the electron donor and acceptor sites become degenerate due to the thermal fluctuations of the solvent molecules. To characterize the role of the solvent on the electron-transfer reaction, a reaction coordinate for a given ionic configuration can be introduced as the energy difference between the product and reactant states at that configuration. This definition of reaction coordinate captures the collective contributions from the solvent [54].

It is important to note that self-interaction correction is lacking in common exchange-correlation functionals. Thus, the transferring (3d minority spin) electron will split between the two ions creating an unphysical condition. Moreover, to calculate the energy gap, we need to accurately calculate the total energy when the minority spin electron localizes at either reactant or product site at any given ionic configuration. The self-interaction failure is essentially a non-local problem. The Hartree self-interaction will split an electron whenever sites with comparable energy are available. A clear example of this failure is given by the case of two identical ions in...
different oxidation states, such as the ferrous and ferric ion. Studying these in the same unit cell (or in the same simulation, if periodic boundary conditions are not used) will lead to an incorrect and unphysical splitting of the charge, with both ions in the 2.5 oxidation state.

This failure can be corrected by adding a penalty cost to the ground states with non-integer occupation of the ion centers. The same approach is also used to calculate the energy gap, where for a given configuration we need to determine both the correct ground-state energy (with the transferring electron in the reactant electronic configuration) and the first excited state (with the transferring electron in the product electronic configuration). This has been validated by calculating the energy gap using two different penalty-functional calculations imposing on the HOMO electron to localize first on one, then on the other ion. The four calculations involve Fe$^{2+}$ in two Fe(H$_2$O)$_3$ geometries (A and B), and Fe$^{3+}$ in the same geometries. The energy gaps we obtained with the penalty functional are 0.632, 0.569, 0.769 and 1.027 eV, which agree well with the “4-point” values of 0.622, 0.542, 0.769 and 1.012 eV. With these tools, we have determined the diabatic free energy surfaces for two iron ions separated by 5.5 Å and solvated in 62 water molecules, in periodic boundary conditions. The reorganization energy obtained is 2.0 eV, while the experimental value is 2.1 eV. The energy barrier is 0.49 eV, about a quarter of the reorganization energy, as expected.

3.2 Cation Transport

Returning to the passive film on iron discussed in the Introduction, an attempt has been made to calculate the atomic structure by applying first-principles methods involving density functional theory and approximations for the exchange and correlation functional [57]. In this approach one determines the energetics and the electronic structure of the cation interstitials and vacancies and the interrelationships between site occupancies. The results of the total-energy pseudopotential calculations using DFT-GGA show the film to be metastable relative to the iron substrate, and reveal significant correlation between the octahedral interstitials and tetrahedral vacancies which is consistent with the cation deficiency of the LAMM phase discussed above, Hendy et al. have analyzed two cation migration pathways mediated by vacancies in the tetrahedral and octahedral sublattices by applying a transition-state sampling procedure (Nudged Elastic Band) to estimate the corresponding diffusion coefficient [58]. Using the results to constrain parameters in several existing models of growth kinetics they did not find consistency with the high-field model [59] or the diffusion-limited model [60]. However, the tests are not conclusive because these models assume the film is homogeneous.

Cation transport, by vacancy diffusion for example, is fundamental to both passive film growth and film breakdown [61]. The diffusion of charged defects in mixed valence oxides is a very complex problem not yet fully explored at the first-principles level. This is because in addition to the local bonding chemistry, diffusion is also affected by global factors such as the electric field, stress field and the electronic Fermi energy. It is known that the formation energy of a charged defect depends on the electronic Fermi energy relative to band edges [62],
and a switching in the defect’s charge state will occur when the Fermi energy is altered due to doping and/or introduction of additional interfacial charging states. To illustrate this visually, we present the calculated Fermi surface for Cr as a function of strain in Fig. 6 from our ongoing work. The first-principles analysis is being conducted within the framework of density functional theory using Plane Wave self-consistent field (PWscf) method with Generalized Gradient Approximation pseudopotential as implemented in QuantumEspresso (QE) [63] computational software package. The investigation of the electronic structure and bonding characteristics during mechanical deformation in the presence of tensile or and shear stress can reveal the mechanism of the deformation, as well as corrosion under strain conditions. In this simulation example, before the strain was applied, the Fermi surface of the bulk BCC Cr shows highly symmetric shape which is consistent with the previous experimental results [64]. The strained surface on Fig. 6-b corresponds axially to <001> direction. As can be observed, the applied large strain, 10%, disturbs the symmetry resulting in splitting of the electron knobs and significant decrease in the size of the hole pockets. The Fermi energy increases as the applied strain increases. Such changes in Fermi energy and the shape of Fermi surface will affect the mechanism of oxygen reaction with the surface in the initiation of corrosion, as well as metal cation and oxygen anion transport at interfaces.

The Fermi energy of a realistic oxide structure with phase boundaries, grain boundaries and point defects must be determined by solving a global problem of electronegativity equalization, the continuum version of which is the Poisson-Fermi equation frequently employed in semiconductor device modeling and processing. However, the spatial resolution of a continuum model could be insufficient to describe oxide film of a few monolayers, with sharp microstructural features such as pits and interfaces. Direct DFT modeling, on the other hand, is infeasible to describe all the necessary geometries that can impact on the diffusion barrier through electric field and electronic Fermi energy.

3.3 Passive Film Breakdown: Microstructure Modeling

While metal dissolution is greatly reduced by the protective oxide film, the film surface itself is susceptible to various forms of localized attack, such as pitting, stress corrosion cracking, corrosion fatigue and crevice corrosion. These phenomena all involve the rupturing of the interface layer causing the underlying metal to be exposed to the environment. Generally speaking, localized corrosion occurs in a wide variety of metals in many different kinds of environments, the initiation sites typically being structural and chemical discontinuities. Pit nucleation is a rare event, with probability of surviving the metastable growth stage of the order of $10^{-2} - 10^{-5}$, and its stability depends on many factors in repassivation. Numerous theories and models have been proposed to describe this breakdown [61]. It is fair to say that no single model is adequate for the purpose we have in mind - provide a quantitative basis for the investigation of passive film breakdown. On the other hand, the Point Defect Model (PDM), which postulates that film breakdown is a result of cation vacancy condensation [61], is a reasonable physical model in which to frame the questions for microstructure modeling and simulation. In the PDM scenario pit nucleation occurs when sufficient cation vacancies accumulate at film/metal interface to initiate
local film detachment from the metal which in turn leads to film perforation and rupture. Once a pit is nucleated, new metal is exposed. Thus the pit may be stabilized by repassivation or it can undergo stable growth.

The injection of vacancies at the interface by cation diffusion has been demonstrated by direct observation of chemical and structural modifications of the topmost layers on atomically smooth substrate surfaces [65]. This was achieved by x-ray photoelectron spectra and STM measurements during the very early stage of growth of the oxide film on an intermetallic alloy TiAl. The atomic vacancies were found to aggregate to form nanocavities.

3.3.1 Microstructural Modeling of Passivity Breakdown

Electronic structure calculations will provide essential information regarding atomic structures of the oxide layers [57], cation mobility under electric fields [58], effects of solution chemistry such as halide ions, etc. However, there are also larger length-scale issues that critically influence passivity breakdown [61,66-68]. How corrosion pits are nucleated, their stabilization versus repassivation, the spatial and temporal correlations of these pits reflecting their interactions [68], and crevice and crack developments are complex issues that involve stress buildup and establishment of chemical concentrations in the solution and oxides on ion diffusion timescales. The goal of microstructural modeling is to realistically account for the structural complexities of the oxide layer, if necessary with atomic resolution, and relating them to the kinetics of passivity breakdown.

Passivity breakdown is a runaway instability that at the most basic level is no different from crack propagation or shear localization [69], in that a strong field is established due to very large local gradients which greatly amplify free energy reduction. A starting point could be to combine analytical modeling, numerical PDE solutions and atomistic modeling to investigate microstructural effects on pitting corrosion and cracking. Local stress dependent rate laws could be calibrated against ab initio calculations following a chemo-mechanical coupling scheme introduced by [70]. Atomic-scale transitions such as cation dissolution and vacancy hop and condensation will be expressed in Arrhenius form, $R = e^{Q/RT}$, where $Q(\sigma)$ is the activation free energy of forward or backward reactions. $Q(\sigma)$ will be modeled by a first order expansion, $Q(\sigma) = Q(0) - T_0^\gamma(\sigma \Omega)$, where $\Omega$ is a tensorial activation volume. It has been shown recently that $\sigma$ can be computed atomistically [24,71]; for point-defect processes these can be deduced from ab initio calculations. Such stress dependent kinetics will be an advance over previous fixed-grid kMC models with fixed rate constants [72].

An interesting example we present here is from the passivity breakdown on aluminum alloys [73]. Corrosion resistance of aluminum alloys is related to the presence of a thin, passivating aluminum oxide film on the surface. Rashkeev and co-workers performed first-principles quantum-mechanical calculations to provide atomic scale understanding of the initiation of corrosion in Al. They particularly investigated the interaction between hydrogen and defects in alumina and at Al/Al2O3 interfaces. Their results showed that atomic hydrogen can migrate from the oxide surface into the alumina film. An accumulation of several hydrogen atoms within a cation vacancy was energetically favorable and tended to break the bonds between the surrounding atoms thus initiating void formation in the form of hydrogen blisters formation within the oxide film as well as at the interface between the oxide and the Al metal, as shown in Fig. 7. The corrosion is then initiated by a breakdown of the oxide film and a subsequent pit development on the surface of the metal exposed to the environment. The structural

![Fig. 7. Structural Damage Caused by Several Hydrogen Atoms Introduced (a) at a “Defect Free” Al/γ-Alumina Interface and (b) in the Tetrahedral Vacancy Nearest to the Interface. The Black Ellipse Highlights the Formation of a H2 Molecule in the Interfacial Region, as a Possible Precursor for a Hydrogen Blister. Figure is Taken from [73]](image-url)
damage at the Al/alumina interface was significantly enhanced when interfacial mismatch defects are present. These results provide an atomistic picture of the initiation of the corrosion in aluminum, and provides motivation for similar studies in the investigation of passivity breakdown on nuclear structural metals.

3.4 Intergranular Initiation and Progression of SCC

In addition to pit formation and general dissolution of the surface, as detailed in the previous sections, the interface passive layer can also be destabilized owing to the chemical or physical deformation of the grain boundaries [74,75]. This would lead to intergranular progression of corrosion, oxide penetration and embrittlement. Grain boundary deformation can arise from the segregation or depletion of alloy or impurity components and the interaction of defects with the grain boundaries. These phenomena cause breakage of interatomic bonds in the initiation and propagation of intergranular cracks, which lead to further oxidation of the alloy along the grain boundary beneath the oxide layer. Particularly Cr-containing Fe-base and Ni-base alloys show susceptibility to the intergranular progression of stress corrosion cracking in oxidizing environments. In reality, no one alloy or microstructure has been found that can adequately endure both intergranular stress corrosion cracking and irradiation induced chemical and structural changes in the grain boundaries. A tremendous opportunity to provide advances in materials properties could arise from tuning the interface properties of alloys using tailored microstructures against intergranular chemo-mechanical degradation. Realization of this opportunity requires fundamental understanding and correctly tailoring of the microchemical and structural properties associated with the interfaces of alloys, namely their surfaces and grain boundaries. Again, fundamental computational approaches are essential in providing a predictive understanding the molecular-level characteristics of, in particular, interface reactive transport, and such enabling new knowledge is critical to designing high-performance alloy microstructures for the present and future nuclear reactors.

Numerous experimental studies on the mechanism of oxidation, corrosion, and stress corrosion cracking of light water reactor components as functions of alloy microstructures and microchemistries [74,76,77] have shown several important phenomena taking place at the grain boundaries that influence the intergranular failure of the alloy: segregation of solutes and impurities at the interfaces, diffusion of oxygen and solutes along the grain boundaries, interaction of defect networks with the grain boundaries, and the stress at the grain boundary. Especially, Cr-depletion near the grain boundaries was found to directly relate to the corrosion and SCC mechanisms on steam generator tubing, nuclear fuel cladding, and pipes. Furthermore, recent experimental studies [75,76] have shown that the corrosion resistance of various alloys under oxidizing conditions can be significantly affected by the grain boundary structure, namely its texture, misorientation angle and coincident site lattice (CSL) fraction. Thus, tailoring the grain boundary structures and controlling the population of special grain boundaries in the alloy microstructure gives the opportunity to improve the corrosion resistance of alloys in extreme environments. The high resistance of special grain boundaries (such as CSL-type and low-angle grain boundaries) to intergranular corrosion and cracking is thought to be due to their highly ordered structure altering the diffusion, their lower energy, and their greater ability to resist deformation [78]. Furthermore, grain boundary structure also influences the grain boundary composition through altered segregation of alloying elements and impurities, particularly of Cr [79]. Therefore, the grain boundary structure-dependent interfacial microchemistry and mechanical properties are expected to play an important role in the thermodynamic and kinetic aspects of the alloy’s intergranular corrosion and SCC. However, there is no prior work that elucidates the fundamental relations of the grain boundary structure to the interface chemistry, oxidation and cracking mechanism in Fe/Cr alloys, especially for nuclear reactor materials.

There is a need to obtain an analytical and predictive understanding of the relations among corrosion in oxidizing environment, and the chemical, physical, and structural properties of the alloy grain boundaries. In accomplishing this objective, the use of *ab initio* and atomistic simulations in an integrated way, and coupled to experimental validation is essential. The results of this investigation can provide the new knowledge needed for molecular-level tailoring of the grain boundary structural and compositional properties to decrease susceptibility to intergranular SCC in Fe/Cr steels.

Three categories of atomic configurations at the grain boundary [80,81] of model Fe/Cr interfaces can be considered: low angle, coincident site, and high-angle. At these interfaces, the predecessor mechanisms of mechanical failure under chemically reacting conditions are: structure, irradiation, and strain-driven deterioration of the interface composition, diffusion of oxygen, Cr and Fe long and across the interfaces under local strain, and the charge transfer reactivity of the interface to oxidation and corrosion under local strain. For a range of local stresses, it is important to identify the favorable structures and compositions at the grain boundaries that suppress the corrosion and mechanical failure.

The chemical reactivity of the interfaces is best handled by quantum mechanics. This is valid both for the chemical reactions with oxygen at the interfaces, as well as the interface composition that may be driven either by surface energies or by other competing factors. For example, the interface Cr concentration for a given bulk Fe-Cr composition is affected not only by the interface energies, but also by the ferromagnetic ordering of Fe and the
antiferromagnetic ordering of Cr [82]. For the first time, Ropo et al. demonstrated by simulations that the surface chemistry of Fe-Cr alloys follows the experimentally observed peculiar threshold behavior characteristic of ferritic stainless steels. They showed that in dilute alloys the surfaces are covered exclusively by Fe, whereas for bulk Cr concentration above 10% the Cr-containing surfaces become favorable. The two dissimilar regimes of the surface compositions were explained based on the magnetic frustration of Cr, segregating in Cr-rich clusters, including at the surfaces. Their ability to address this problem at a first-principles quantum-mechanical level has become possible through the exact muffin-tin orbital (EMTO) method [83] based on density functional theory [84] in combination with the generalized gradient approximation [85]. This approach has proved to be an accurate tool in the theoretical description of Fe-based random alloys [86,87]. Considering the abrupt changes in the electronic density at the interfaces, surfaces as well as grain boundaries, segregation or depletion of Cr at the grain boundaries in the context of SCC should also be carefully considered at the quantum-mechanical level.

The work of Kumar Das et al. [88] is one of the first papers to describe the Fe-Cr surface in an oxidizing environment of high temperature water in the presence of strain, using quantum chemical molecular dynamics (QCMD) accounting for both the dynamical processes and electronic structure. The authors aimed to describe relation between strain and oxidation for both regular and defected surfaces of Fe-Cr as well as pure Fe. The method for electronic structure calculation includes Huckel approximation which is generally used to determine the energies and shapes of the p molecular orbitals. In the Molecular Dynamics part of the code, the Verlet algorithm was employed with NVT ensemble. The temperature was controlled through the atom velocities. Two important results from this work are worth presenting here: 1) Surface morphologies (Fig.8) differ from Fe to Fe-Cr because of strong bond between oxygen and chromium atoms. Oxygen atoms were trapped around chromium atoms at Fe-Cr surface, forming a Cr-rich protective oxide film, whereas oxygen penetrated into the lattice of Fe bare surface. In the presence of Cr, the oxygen diffusion into the Fe-Cr crystal surface was reduced. It indicated that the preferential oxidation of chromium would take place on Fe-Cr clean surface at the beginning of the oxidation process. 2) Strain was shown to enhance the dissociation of H$_2$O molecules (Fig.8), accelerating the electron transfer in between the metallic and non metallic ions. In addition, diffusion of hydrogen and oxygen significantly increased when strain applied to the defective surface. Enhanced penetration and weakening of metal bonding due to strain may play a role in localized corrosion and SCC. Results in this work are physically intuitive based on our accumulated knowledge from prior experimental observations. Nevertheless, this work has been an appreciable effort as the first quantum chemical description of the initiation of corrosion on Fe-Cr with ties to localized corrosion as SCC, and opens up new opportunities to utilize this approach for more detailed investigation of Fe-Cr interfaces in chemo-mechanical environments.

As seen in the examples above, addressing the interface chemical behavior in structural metals, including Fe-Cr, at a first-principles quantum-mechanical level based will be of essence to provide predictive understanding of the complexity of interface segregation, diffusion, bond breaking and construction in oxidation and corrosion, under strain conditions. However, mechanical failure dynamics propagating along the grain boundary calls for simulations including long grain boundary paths and the bulk of the grains, which involve larger temporal and spatial scales than the practical limits of DFT. To extend the length and time scales of interest in such studies beyond that of DFT, integration of the DFT results with atomistic scale simulations are needed. Such coupled quantum-atomistic approaches have been developed and employed, for example, to gain a comprehensive understanding of the energetics, kinetics, and dynamics.
of chemical processes involving surfaces and interfaces of hard materials. The idea here is to incorporate the precision of \textit{ab initio} calculations into the larger scale capabilities of molecular dynamics simulations, in an \textit{ab initio}-driven molecular dynamics, AIMD\textsuperscript{a} approach \cite{89} which retains the true time evolution. A starting point could be developing new classical potentials to capture the interface behavior from \textit{ab initio} simulations, for example for the interactions of Fe, Cr, O, and H with each other for various states at the Fe-Cr interface. Then one can bring the molecular dynamics to bear upon the problem of including the chemically and spatially evolving interfaces into larger scale simulations. The availability of quantum mechanical information for various states allows one to increase or decrease the complexity of a potential and thereby ascertain the importance of different physical effects. For covalently bonded materials, Goddard and co-workers \cite{90,91} developed reactive potentials (referred to as ReaxFF for \textit{reactive force field}) fit to data sets derived from \textit{ab initio} calculations on clusters and condensed phases. The key in this approach will be the ability to handle bond formation and breaking at the interfaces, albeit more approximately than true \textit{ab initio} methods. A successful application of this approach was shown by Buehler et al. \cite{92} for the bond breaking and crack propagation in silicon. This study has shown that the crack behavior in pure silicon differs from that of silicon in the presence of oxidation (Fig.9), and similar phenomena can as well be expected for structural metals. In the case of structural metals, while the bulk behavior can be appropriately handled by MD using classical potential, for example the recently developed EAM model by \cite{93-95} for Fe-Cr, there is no prior work in developing and implementing AIMD methods for the interfaces in reactive and mechanically loaded conditions. Thus, a great opportunity exists in developing large scale predictive simulation capabilities using AIMD approaches for the Fe-Cr interfaces in chemo-mechanical degradation conditions.

4. \textit{IN SITU} EXPERIMENTAL INVESTIGATIONS OF THE EARLY STAGES OF CORROSION

There have been numerous studies on the mechanism of oxidation, corrosion, and stress corrosion cracking of light water reactor components as functions of alloy microstructures and microchemistries \cite{74}. A large number of the corrosion failure studies have focused on experimental approaches such as \textit{ex situ} microscopy \cite{96}, and \textit{ex situ} synchrotron x-ray characterization \cite{97-100}. These studies have provided a qualitative understanding of several phenomena taking place at the grain boundaries that influence the oxidation and intergranular failure of the alloy - for example, precipitation, segregation of alloying elements and impurities at the interfaces, diffusion of oxygen and alloy elements along the grain boundaries, interaction of defect networks with the grain boundaries, and the stress and stacking fault energy at the grain boundary. Especially, Cr-depletion near the grain boundaries was found to be directly related to the corrosion and IGSCC mechanisms in relation to SCC on the primary-side of PWR steam generator tubing, PWR cladding, and BWR pipes. However, yet little is known experimentally about the fundamental correlations of the surface chemistry, the initiation and progress of oxidation, pitting, and corrosion, and the evolution of interfacial stresses in the oxide and base alloy in high temperature and high pressure conditions. These factors necessarily must be studied in the corrosion environment, which makes the experimental probing of particular interfaces difficult especially when high pressures are involved. Therefore, there is a tremendous opportunity to shed new light on these issues through new capabilities for \textit{in situ} studies of interfacial chemistry, structural evolution, and oxide growth strains. Furthermore, we envision that the \textit{in situ} spectroscopic and microscopic characterization be used in direct information exchange with the simulation approaches we present in this paper. In this section, we highlight here the opportunities for the use of \textit{in situ} synchrotron x-ray characterization, as well
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\caption{Crack Dynamics in Silicon without (a) and with O\textsubscript{2} Molecules (b). Figure Taken from \cite{92}. The Gray Regions are Tersoff Atoms, whereas the Colored Regions Correspond to ReaxFF Atoms. The Cracks in Si with O\textsubscript{2} Environment are Blunted Compared to the Sharp Cracks in pure Silicon without O\textsubscript{2} Molecules. Figure from \cite{92}}
\end{figure}
as *in situ* scanning probe techniques for studying the general and localized corrosion. While the laterally averaged surface state can be probed by x-rays, the role of surface defects in the initiation of corrosion, the electronic and topological structure of the oxide as a function of inhomogeneities can best be probed by high resolution scanning probe techniques.

### 4.1 X-ray Techniques for Probing the Oxide Film Formation and Growth

A range of advanced synchrotron x-ray techniques, based on scattering or spectroscopic methods, are available for *in-situ* characterization of the metal surfaces, and the oxide layers at the initiation and progression stages. The most important parameters that can be measured in order to couple to the simulations discussed in this paper are the oxidation states and electronic structures at the interface, and the crystal structure and the strain state of the oxide layer during its growth.

The main advantage of using x-ray techniques for the chemo-mechanical degradation at the fluid-metal interfaces stems from the unique characteristics of brilliant and high-energy synchrotron x-rays that can penetrate deeply without suffering from severe attenuation and provide sufficient sensitivity to the structures and chemical states of the surface and sub-surface layers. While there are advanced techniques (as elaborated below) that make use of high energy x-rays and provide interface sensitivity, the information probed in such measurements would provide laterally averaged data, i.e. no explicit data on the distribution of inhomogeneities on the surface. In this case, x-rays must additionally penetrate window materials (e.g. diamond) that must withstand the pressure of a cell to accommodate the temperature and pressure conditions representative of the working fluid, e.g. 15MPa to simulate the PWR conditions, or up to ~25 MPa needed to reach the supercritical water condition.

Specular and off-specular x-ray reflectivity geometries in x-ray scattering can prove especially useful for or chemical, structural and morphological investigation of the oxide film formation. Specular reflectivity can be used to obtain structural information about the samples, such as film thickness and roughness of the oxide film [101]. Off-specular reflectivity can be used to identify morphological evolution, pit formation, and film breakage of the oxide films, as was shown for Cu under reducing and oxidizing potentials by You and coworkers [102-104]. For incident angles below the critical angle of total external reflection, the x-ray penetration depth is limited by exponentially decaying evanescent waves to a few to hundreds of nanometers, allowing us to control the depth at which x-ray can penetrate. Above the critical angle, x-ray penetration depth is limited by the absorption of x-rays through the alloys. In this case, the penetration depth is inversely proportional to the angle of incidence and the penetration depth increases to hundreds to thousands of nanometers. In both cases, the consequent penetration depth can easily be calculated from the well-known optical principles for x-rays. Therefore, a wide range of depth profiling from a few nm to many microns can be done by accurately controlling the incidence angle [105,106].

With the capability to control the depth-sensitivity of measurements the following information can be extracted *in situ* during the oxidation and corrosion of alloys in high temperature fluid environments:

- (i) depth-sensitive grazing incidence x-ray diffraction (GIXRD) for near-surface and sub-surface oxide structures, and strain states. Using an area detector (image plates or CCD), we can record a complete powder diffraction pattern at each depth. Analysis of the powder intensity distribution enables us to measure depth-sensitive phases, textures, and interfacial strain distributions in various alloy phases as well as in the oxide films [97].

- (ii) depth-sensitive absorption spectroscopy measurements, using x-ray energies matching the Fe, Ni, and Cr K-edge absorption energies, known as reflection x-ray absorption spectroscopy (reFXAS), for information about the oxidation state of the absorbing atom and its local electronic and chemical coordination environment [107]. The reFXAS technique is much like x-ray absorption near-edge structure (XANES) and extended x-ray absorption fine structure (EXAFS) [108], but specifically sensitive to surfaces, and appropriate for the constrained geometries expected for the high temperature and pressure corrosion cells.

A unique example in probing the oxide layer formation on austenitic steels in high temperature and high pressure water is presented by Yildiz and co-workers [109]. This effort has been the first-ever x-ray investigation of solid-fluid interfaces under high pressure and temperature (up to supercritical water) conditions demonstrating the depth-sensitive diffraction measurements during oxidation on the surface of the alloy in a high pressure microreactor cell [110]. Using these capabilities, the researchers have been able to follow the initial adsorbed layers and the oxide growth in SCW on two different materials, showing continuous, conformal oxide formation on both a Ni 200 alloy and stainless steel 304 (SS304). The powder diffraction pattern from the SS304 sample (Fig. 10) shows prominent austenite iron (γ-Fe) peaks as expected. When this sample was heated to 350°C at 25MPa (the green curve), new peaks appears in the diffraction pattern taken at low incidence angles (0.3°), which can be indexed to Cr₂O₃. Taken together with the reflectivity data, this suggests that a thin amorphous film first formed on the surface which then grew and became crystalline Cr₂O₃ at higher temperatures over several hours of our measurements. Chrome oxides are known to form protective films on austenite stainless steels in oxidizing conditions, [111,112] and thus, the observation in this work that Cr₂O₃ starts to form at subcritical water conditions fits well with other
studies. The importance of the incidence angle of the x-ray is illustrated in the bottom pattern of Fig. 10. At high incidence angles probing subsurface region of ~10 microns (the incidence angle of 5°), the γ-Fe peaks were considerably favored around the (200) and (311) peaks as was the case for the Ni sample, indicating texturing along the cubic <100> direction; Cr₂O₃ peaks are nearly invisible. At the glancing angle (the incidence angle of 0.35°), we can see that the γ-Fe peaks are strongly favored at the (111) position indicating that the sample has a strong <111> texture for the near surface region (~10 nm thick).

Undoubtedly, further studies are needed for quantitative investigation of the layers present in the oxidized samples, and the sample configuration can be extended to one that accommodates mechanical load in addition to the chemically aggressive conditions. However, this illustration unambiguously demonstrates and motivates that the x-ray incidence angle can be varied to increase the sensitivity of the measurement to the top layers of the sample, allowing to do depth profiling under in situ condition of high temperature and pressure conditions, using the high-energy, high-brilliance hard x-rays available at synchrotron beam lines.

4.2 Scanning Probe Microscopy and Spectroscopy of Surfaces in Corrosion

The progress of microscopy within the last decades has shown that by investigating a surface at a higher magnification, some pitting can be correlated with surface heterogeneities in corrosion. Techniques such as electron microscopy and optical microscopy were used to examine the surface morphology of stainless steel (inclusions, precipitates, grains boundaries) before and after corrosion. In addition, AES, XPS or EDX are used to characterize the chemical nature of the surface, but, with exception of optical microscopy which has poor resolution [113], in situ observations are not accessible. The uprisingle of scanning probe microscopy in the late 90's, especially atomic force microscopy (AFM) and its derivative scanning Kelvin probe force microscopy (SKPFM), and scanning tunneling microscopy and spectroscopy (STM, STS), have enabled in situ observations of corrosion reactions on metal surfaces with very high resolutions [114].

While the AFM can enable a visual correlation of the structural inhomogeneities, such as grain boundaries, with the onset of pitting, SKPFM and STS can allow to identify the local electronic behavior of the alloy surface, adsorbed oxide layer, and growing oxide layers. The interface work function, band gap, and valance and conduction band structures can then be related to the electron transfer and oxygen exchange reactions on the metal and oxide interfaces, grain boundaries, pits, and impurities. Performing the scanning probe microscopy and spectroscopy measurements at the initiation of oxidation and corrosion under controlled oxygen environments and temperatures can become an invaluable tool for understanding the electron exchange reactions. Furthermore, this would be a critical point for information exchange between experiments and simulations at the first principles levels.

To our knowledge, while there is a large volume of research conducting such investigations at low temperatures particularly for catalysis applications, there is limited past work of the same type at high temperatures due to the challenges of the measurements at high temperature.
and in the presence of fluids. A recent work worth mentioning here is that of Park and co-workers on Fe-Cr surfaces [115]. In this work, a single crystal of Fe-15Cr (100) was oxidized at 440°C under controlled oxygen partial pressure in a UHV system and the surface morphology was observed using in situ STM. The chemistry of the surface oxide layers was studied by XPS. Preparation of the single crystal in the UHV system did not lead to segregation of Cr to the surface during heating. In situ STM investigation at high temperature and controlled partial pressure of oxygen showed that oxidation of Fe-Cr commenced by nucleation of Cr$_2$O$_3$ on the surface (Fig.11) at 440°C, due to selective oxidation of Cr. When the Cr at the surface and at the interface was completely consumed by nucleation of Cr oxide, Fe oxidized and covered the initial Cr oxide nuclei, resulting in an Fe oxide layer on the surface. This work is a unique example for the capabilities that should be explored for fundamental investigations of surfaces and interfaces at chemo-mechanically active conditions. Such capabilities will be invaluable for the efforts of correlating transport processes in oxidation kinetics and passivity to the interface structure of nuclear structural metals.

5. OUTLOOK

Materials failure under high temperatures and stress, and in harsh chemical and radiation environments is a timely scientific challenge with far-reaching impact in major nuclear technology enterprises. It involves premature and catastrophic failure due to a complex combination of stresses and corrosive reactions further accelerated in the presence of high radiation fluxes. Atomistic-level understanding of corrosion initiation mechanisms is critical to microstructure optimization leading to the design of materials resistant to stress corrosion cracking. This is possible through the development of chemo-mechanical models capable of describing crack tip behavior in an environment of high temperature, chemical attack, and concentrated stress loading. Such models will have to be significantly more sophisticated than the crack propagation models currently available. In studying stress corrosion cracking, computational methods have the distinct advantage of allowing the application of exactly defined stress loads and chemical and radiation environments on fully characterized materials. Using atomistic simulations to demonstrate stress corrosion cracking, different size domains will have to be considered, with each requiring a different computational approach. The domains need to be nested, as regions far from process zones do not require the detailed description necessary for accurate prediction near the crack tip. These simulations, in combination with spectroscopic and microscopic in situ characterization of the early stages of corrosion, can be used to extract atomistic-level understanding of the basic mechanisms underlying stress corrosion cracking. Implementation of this strategy will require eventually large-scale simulations on petascale computing platforms. What we have sketched here is but a first step toward a long-term vision.
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