Quantification of electronic band gap and surface states on FeS$_2$(100)
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A B S T R A C T

The interfacial electronic properties and charge transfer characteristics of pyrite, FeS$_2$, are greatly influenced by the presence of electronic states at the crystal free surface. We investigate the surface electronic structure of FeS$_2$ (100) using scanning tunneling spectroscopy (STS) and interpret the results using tunneling current simulations informed by density functional theory. Intrinsic, dangling bond surface states located at the band edges reduce the fundamental band gap $E_g$ from 0.95 eV in bulk FeS$_2$ to 0.4 ± 0.1 eV at the surface. Extrinsic surface states from sulfur and iron defects contribute to Fermi level pinning but, due to their relatively low density of states, no detectable tunneling current was measured at energies within the intrinsic surface $E_g$. These findings help elucidate the nature of energy alignment for electron transfer processes at pyrite surfaces, which are relevant to evaluation of electrochemical processes including corrosion and solar energy conversion.

© 2013 Published by Elsevier B.V.

1. Introduction

Pyrite or FeS$_2$ is a semiconducting mineral for which the electronic structure has been intensively studied in relation to reactivity in geochemical [1–4] and bio-catalytic [5–7] processes, as well as for photovoltaic (PV) and photoelectrochemical properties [8–12]. Heterostructures of FeS$_2$ and perovskite oxides such as LaAlO$_3$ have recently been proposed as promising devices for spintronics [13]. FeS$_2$ is also known to form in anoxic, H$_2$S-containing environments such as those encountered by the oil and gas industry, where it is typically incorporated into passive corrosion films on steel structures [14]. In the following, we review the literature and discuss the surface electronic structure of pyrite and its characterization by scanning tunneling microscopy and density functional theory calculations.

1.1. Surface electronic structure of pyrite

Despite this wide ranging scientific interest in pyrite, important questions remain regarding the fundamental electronic properties of its free surface, which is critical towards understanding how energy levels align during interfacial charge exchange with reduction–oxidation (redox) species in the surrounding environment. For example, the reactivity of semiconducting materials can be significantly altered by surface states that are either intrinsic to the crystal termination or have arisen from the presence of crystalline defects at the surface, such as steps, kinks, dislocations, impurities or vacancies [15,16]. Moreover, in the context of PV, low open circuit voltages (VOC) of ~200 mV (or ~21% of the widely accepted bulk band gap of 0.95 eV) have been attributed to poor interfacial electronic properties of synthetic FeS$_2$ systems [12]. We have recently reported density functional theory (DFT) calculations on the electronic structure of pristine and defective FeS$_2$(100) surfaces [17]. The aim of the present article is to combine rigorous first-principles calculations with experimental results obtained using scanning tunneling spectroscopy (STS) to provide a complete description of how interfacial electronic states affect the band gap and electronic properties of the pyrite surface. The crystal structure of FeS$_2$ (space group Pn3) comprises two interpenetrating cation (Fe$^{2+}$) and anion (S$^{2-}$) face centered cubic (fcc) sublattices, the latter of which is made up of S$_2$ persulfide dimers aligned along the cube diagonal direction <111>. Pyrite is a compound, d-band semiconductor with an electronic structure that can be qualitatively understood with the aid of a simple ligand field model [18]. Each Fe$^{2+}$ ion in the bulk is octahedrally coordinated by S$^{2-}$ ions (symmetry group Oh), creating a strong ligand field that splits the metal d states into non-bonding, triply degenerate Fe 3d$_{3z^2}$ states ($d_{x^2}$, $d_{y^2}$, and $d_{z^2}$) at the top of the valence band (VB). The conduction band (CB) minimum consists of doubly degenerate Fe 3d$_{xy}$ states ($d_{xy}$, $d_{x^2-y^2}$) hybridized with S p$p$* orbitals. An indirect band gap $E_g$ of 0.83–1.01 eV has been measured in synthetic, bulk FeS$_2$ using various optical [19,20], photoconductivity [21,22] and X-ray absorption/emission spectroscopy studies [23]. At the unreconstructed (100) surface termination of pyrite, the predominant growth and cleavage face, the symmetry of the Fe$^{2+}$ site is reduced from Oh to square pyramidal C$_{4v}$, leading to a loss of degeneracy among the Fe 3d $t_{2g}$ and $e_g$ states. These further split into two discrete, intrinsic surface states associated with the Fe dangling bond. Recent density functional theory (DFT) calculations are consistent in identifying these two pronounced
surface states to be located around the VB maximum (Fe-$d_{z^2}$ character) and at the CB minimum (Fe-$d_{x^2-y^2}$ character). The magnitude of the surface states decays almost entirely to zero beyond approximately three atomic layers into the bulk [24]. As a result it is theoretically estimated that $E_g$ at the FeS$_2$ free surface is reduced by up to 0.3–0.4 eV, as compared to the bulk value (Table 1). In addition to the intrinsic surface states on FeS$_2$(100), computational studies have identified a series of further surface states that appear within the fundamental surface $E_g$ local to interfacial point defects [7,17,24]. We refer to such states as “defect” or “extrinsic” states to differentiate them from intrinsic surface states. Significant concentrations of neutral sulfur monomer vacancies $V_S$ have been measured by X-ray photoelectron spectroscopy (XPS) on fractured FeS$_2$(100) [25–28] as well as in situ ion-bombarded [29] and annealed [30] growth faces. Indeed, the formation energy $\Delta H_F$ for $V_S$ is estimated to be as low as 0.1 eV experimentally [30] and 0.4–0.42 eV computationally [24,31], suggesting that up to 20% of surface sulfur sites on FeS$_2$(100) may be vacant at ambient temperatures of 298 K, and therefore $V_S$ electronic states are prevalent. Moreover, neutral Fe vacancies $V_{Fe}$ on the surface have been imaged at the atomic scale by scanning tunneling microscopy (STM) and shown to comprise a comparably high fraction of the surface [32]. Via DFT, Zhang et al. predicted a maximum surface $E_g$ of 0.72 eV for stoichiometric (Fe:S = 1:2) FeS$_2$(100), but only 0.56–0.71 eV and 0.0–0.3 eV for sulfur-deficient and sulfur-rich surfaces, respectively. Other authors have theoretically calculated that $V_S$ at the surface can reduce the surface $E_g$ by more than this, even making the surface metallic [24]. Such arguments have been used, for example, to explain the low resistivity ($\sim 10^{-5}$ $\Omega$·cm) of manufactured pyrite thin films for PV applications [33]. Despite this recognition that FeS$_2$(100) interfaces are non-stoichiometric, there remains a need to demonstrate experimentally the effect of defects on the electronic structure.

In this work, we define surface $E_g$ as the energy difference between the extrema of the intrinsic surface bands that extend into the band gap of the bulk material. Discrete defect states lying within the fundamental $E_g$ are therefore not included in the quantification of surface $E_g$.

### 1.2. Quantitative analysis from scanning tunneling spectroscopy

The STM operating in ultra high vacuum (UHV) provides a controllable metal-vacuum-semiconductor tunnel junction to probe these electronic states at the surface. A limited number of STS studies on natural [34,35] and synthetic [36,37] FeS$_2$ single crystals have produced inconsistent results, with apparent band gaps ranging from ~0 eV to the accepted bulk value of 0.95 eV (Table 2), and a lack of detailed insight into the nature of the pyrite surface states. Here our aim is to determine the role of surface states in determining the surface $E_g$ through quantitative analysis of tunneling spectroscopy (STS) measurements. We adopt the approaches developed in modeling STS data from semiconductor surfaces that was advanced from the late 1980s by R.M. Feenstra and others. Early work began with the traditional cubic tetrahedrally bonded [38] and III–V [39] semiconductors, on which band edges and surface-related features could be determined to within an accuracy of $\pm 0.03$ eV. The concurrent development of tunneling spectrum models based on computations of potential distributions and tunneling current has helped identify the role of other physical phenomena in experimental STS spectra, such as tip-induced band bending (TIBB) [40] and surface states [41]. TIBB greatly affects the STS measurement of unpinned semiconductor surfaces, in which changes in the tip-induced electric field lead to an unrestricted accumulation or depletion of charge carriers at the surface which act to screen the tip potential. In this case, the electron chemical potential $\mu_e$ in the sample shifts freely with applied bias, distorting the CB and VB near the surface. However, if surface states are present on the sample, charges from the bulk bands can fall into them and $E_g$ becomes pinned at the level to which the surface states are occupied. STS spectra of $E_g$-pinned surfaces typically yield more consistent band onsets and are less affected by localized quantum effects such as inversion or accumulation currents arising from TIBB. These phenomena are discussed in more detail in Section 3.1, in the context of our experimental results.

#### 1.3. First-principles modeling of surface states

In this paper, we report systematic STS measurements obtained on high-purity FeS$_2$(100) single crystals. In parallel, DFT-computed DOS was used to theoretically predict the existence of both intrinsic and defect-related surface states on this material. Using the DOS derived from DFT, we modeled the effect of intrinsic surface states on FeS$_2$ tunneling spectra, and compared the model results to our experimental data. When the intrinsic surface states were considered to be surface-localized acceptor/donor states that pin the Fermi level, as has been suggested by Rosso [4], we found that no realistic range of input parameters was able to replicate the experimental spectra. However, a reasonable fit was obtained when it was assumed that the intrinsic surface states overlap continuously with the FeS$_2$ bulk CB and VB, and therefore contribute to tunneling within the fundamental bulk $E_g$ without pinning $E_g$. From this modeling-enabled interpretation of our experimental measurements, we estimate the effective surface $E_g$ to be 0.4 $\pm 0.1$ eV. Further, our modeling suggests that neutral surface point defects $V_S$ and $V_{Fe}$ can contribute extrinsic surface states that appear discretely within $E_g$, additionally pinning the surface Fermi level due to charge redistribution over significant fractions of the surface. We do not observe any detectable tunneling current from these extrinsic states due to their low areal and state density, coupled with a low perpendicular tunneling probability. These results demonstrate the effectiveness of applying first-principle calculations to infer meaningful data from experimental tunneling spectra — especially those in which clear features cannot be distinguished in the raw tunneling current-bias response. In doing so, we reconcile the theoretical surface electronic structure of FeS$_2$(100) with the computational and theoretical calculations performed by the present authors as well as others, with implications toward understanding interfacial charge transfer in both natural and synthetic pyrite-based systems. As well as being informative for surface reactivity, the results may help explain the low open circuit voltage of synthetic FeS$_2$ PV devices, which could be related to a reduced surface $E_g$ and Shockley–Read–Hall recombination at mid-gap defect states.

### 2. Methods

#### 2.1. Experimental

High purity single crystals of FeS$_2$ were synthesized by chemical vapor transport (CVT) in closed quartz ampoules, based on techniques
described in Refs. [20,42]. Raw materials were procured from Alfa Aesar (Haverhill, MA). A 1:2 stoichiometric mixture of 99.999% pure Fe powder and 99.995% S granules totaling 4 g—along with ~0.3 g of 98% pure anhydrous FeBr3—was sealed in an evacuated, 20 cm long quartz tube and heated to 700 °C for 15 days to form polycrystalline pyrite aggregates. This precursor pyrite was removed, cleaned in acetone and methanol and resealed in a similar quartz tube with 0.3 g of fresh FeBr3 and a small amount of solid sulfur to provide a sulfur-rich environment for single crystal growth. The quartz tube was placed in a temperature gradient from 700 to 550 °C, with the polycrystalline pyrite charge placed at the hot end, and left for up to 30 days. The mechanism of pyrite growth by CVT is described in Ref. [12]. The resulting crystals were typically cuboidal in shape with 5–10 mm edge lengths and predominant (100) growth faces as determined by electron backscatter diffraction (EBSD) and single crystal X-ray diffraction (XRD). As-grown crystals were checked for phase purity using Raman spectroscopy and were found to be n-type semiconducting, with a donor concentration \( N_D \) in the range \( 1–5 \times 10^{16} \text{ cm}^{-3} \) by Hall measurement at 21 °C. In addition, an indirect \( E_g \) of 0.9–0.95 eV was detected by optical absorption on FeS2 single crystals polished down to 200 μm-thick plates. A full description and characterization of the pyrite samples can be found in the Supporting Information. Scanning tunneling microscopy (STM) was carried out using a VT-AMF system (Omicron Nanotechnology, GmbH, Germany) under UHV at pressures in the \( 10^{-10} \text{ Torr} \) range. We used electrochemically etched Pt-Ir tips that were annealed at 150 °C for 2 h under UHV to remove absorbed \( \text{H}_2\text{O} \) and hydrocarbons prior to taking measurements. Single crystal, (100) growth faces of FeS2 were investigated by STM subsequent to ex situ cleaning by the following procedure: sealed quartz tubes containing freshly-grown crystals were opened in a glove box under a high purity, 95% \( \text{N}_2 \)-5% \( \text{H}_2 \) environment to control surface oxidation and were ultrasonically cleaned in acetone and methanol to remove residual \( \text{Br}_2 \), which was proposed to be a source of contamination in previous STM studies of synthetic pyrite [37]. Samples were clamped in a custom made aluminum stage and transferred to vacuum within <1 min to minimize exposure to laboratory air. STM and STS results from samples prepared in this way were compared with similar data obtained using in situ fractured, synthetic FeS2 single crystals which are known to have stepped, (100)-oriented faces [43,44]. The STS results from as-grown and in situ fractured surfaces were quantitatively indistinguishable. X-ray photoelectron spectroscopy-valence band (XPS-VB) spectra were obtained at the U12A beam line of the National Synchrotron Light Source (Brookhaven National Laboratory, Upton, NY), using a photon excitation energy of \( 210 \text{ eV} \). Single crystal growth faces of FeS2 were prepared in a similar fashion as described above and were cooled in situ under UHV to approximately \(-170 \text{ °C} \) before performing XPS-VB measurements.

2.2. Computational

Full details on the density functional theory computational methods on the FeS2 system can be found in Ref. [17]. Briefly, DFT calculations were performed using the projector-augmented wave method with the Vienna ab initio simulation package (VASP). We employed the Perdew–Burke–Ernzerhof (PBE) form of the general gradient approximation (GGA). To accurately capture the delocalization of the electrons in transition metal compound, we use the DFT + U method of Dudarev et al. [45]. We use the previously parameterized value of \( U - J = 1.6 \text{ eV} \) for calculations involving pyrite [17]. We employ a high plane-wave cutoff of 350 eV and all the calculations are run until energies are converged to within \( 5 \times 10^{-5} \text{ eV} \) in each self-consistency cycle and forces on all ions are converged to within 0.05 eV/A. All crystal structures presented in this paper were generated using the VESTA visualization program [46]. Computations of tunneling current for simulating STS data were carried out using the full three-dimensional (MultIm3) version of the open-source program SEMITIP v.6, courtesy of R.M. Feenstra [47]. The program is a Poisson solver that treats the case of a hyperbolic-shaped tip in tunneling contact with a semiconductor sample. A complete description of the physics involved in the calculations is given in Refs. [41,40,48–50]. Table 3 summarizes the key input parameters for tunneling current calculations that are related to the electronic properties of the tip and sample, and the geometry of the tunneling simulation. Given the large number of input variables, we found an efficient approach to modeling proceeded along the following routine: first, all known variables are assigned their experimentally or computationally measured values. Second, the tip-sample separation distance \( s \) and tip radius \( r \) were estimated based on previous literature [40,51]. Finally, we allocated to the remaining free variables a physically realistic range of values and performed a sensitivity analysis to optimize the fits (see Supp. Info.). In practice, it was found that only the major semiconductor properties such as donor concentration \( N_D \), conduction band effective mass \( m_c \), and heavy hole effective mass \( m_h \) along with the contact potential \( \Delta \phi \), had a significant quantitative influence on the model output of tunneling current.

In the tunneling spectrum model, we accounted for the existence of charge accumulating surface states on FeS2 by introducing them explicitly into SEMITIP, either as a pair of Gaussian-distributed functions (Fig. 1a), or as a uniform band across a predefined energy range (Fig. 1b). For each of these surface state distributions, we fixed the charge neutrality level \( E_N \). Here, \( E_N \) connotes the energy level below which states are neutral when filled and positively charged when empty, or, conversely, above which they are negatively charged when filled and neutral when empty. In the case of the double Gaussian distribution, the additional variables of centroid energy (the displacements of the states in Energy either side of \( E_N \)) and the full width half maximum (FWHM) of the peaks were assigned optimized values for fitting (see Supp. Info.). It is important to note that surface states in the tunneling model are treated as completely localized at the surface, i.e., their magnitude does not decay exponentially into the bulk. Surface states thus affect only the electrostatic potential part of the calculation and are not included in the computation of tunneling current.

![Fig. 1. Distributions of surface states as defined in the SEMITIP program: (a) uniform distribution, with charge neutrality level \( E_N \) and (b) double Gaussian distribution, where FWHM is the full width half maximum of the peaks, and the centroid energy defines their separation either side of \( E_N \). Filled states are shaded in gray. VB and CB refer to the bulk valence and conduction bands respectively.](http://dx.doi.org/10.1016/j.susc.2013.08.014)
3. Results and discussion

3.1. Current-separation and current–voltage tunneling spectroscopy

STS results were obtained experimentally on single crystal FeS$_2$(100), measured at various tip-sample separation distances $s$. Due to the well-known exponential dependence of tunneling current $i_{\text{tunn}}$ on $s$, the onset of detectable tunneling current either side of 0 V bias (nominally the VB and CB edges), which give rise to an apparent surface $E_g$ in the data, depends on the initial set point tunneling conditions for STS acquisition. Therefore we normalize the data to the constant tip-sample separation so at which a consistent “gap” of approximately 0.5 eV is visible. However, we explain why the quantification of $E_g$ directly from STS spectra in this manner can be misleading, since it does not account for the phenomenon of tip-induced band bending, in which the band structure of the sample is distorted by the local electric field from the tip. Understanding which electronic states contribute to tunneling and affect TIBB requires more detailed modeling of the tunneling spectra, described in full in the following section 3.2.

Stable STM images were initially taken at relatively low magnification (500 × 500 nm$^2$) to locate sizeable areas (500 × 500 nm$^2$) to locate sizeable

...surface. The magnitude of the measured tunneling current $i_{\text{tunn}}$ as a function of bias voltage $V_s$ is affected by the vertical tip displacement at the instant of STS acquisition. This separation distance $s$ can be related to the set point conditions $i_{\text{set}}$ and $V_{\text{set}}$ through the simple exponential decay relation $i(s) = i_o \exp(-2\kappa s)$, where $i_o$ is a constant and $\kappa$ is the vacuum tunnel coefficient, otherwise known as the decay constant. $\kappa$ is approximated for one-dimensional tunneling and reasonable $V_{\text{set}}$ by [52,53]:

$$\kappa = \sqrt{\frac{2m_e}{\hbar^2} \left( B - \frac{|eV_{\text{set}}|}{2} \right) + |k_f|^2}$$  \hspace{1cm} (1)

where $m_e$ is the electron mass, $B$ is the effective tunneling barrier and $k_f$ is the parallel wave vector of the tunneling electrons. The decay constant $\kappa$ for pyrite was determined via $i(s)$ spectroscopy at a range of different setpoint biases. Fig. 3a shows the $i(s)$ response at $V_{\text{set}} = -1.4$ V (main image) and $V_{\text{set}} = 0.4, 1.2$ and 2.0 V (inset), each averaged over approximately 20 measurements at different points on the FeS$_2$ sample surface. The magnitude of $\kappa$ over the range $-2 \text{ V} \leq V \leq 2 \text{ V}$ varied linearly from approximately 0.3 Å$^{-1}$ at large bias to 0.5 Å$^{-1}$ near 0 V, and was symmetric for negative and positive bias (Fig. 3b). The average effective tunneling barrier $B$, calculated using Eq. (1) and assuming $k_f = 0$, was 3.2 eV. This corresponds to the average work function between the metallic tip and the pyrite sample at the tunnel junction.

A comparable tunneling barrier height of 2.2 eV was previously measured on synthetically grown pyrite single crystals by Fan and Bard [36].

![Image](image_url)
Fig. 4. (a) Tunneling current–voltage $i(V)$ curves measured on FeS$_2$(100) with varying tip-sample separations $s$. $s_o$ corresponds to a tunneling set point of $V_{set} = 1.5$ V and $i_{set} = 200$ pA. (b) The same $i$-$V$ data normalized to constant tip-sample separation, plotted on a logarithmic axis to facilitate comparison. (c) Normalized conductance $(di/dV)/iV$ as a measure of local density of states (DOS). An estimate of surface band gap $E_g$ width using the instrument resolution of 1 pA is ~0.5 eV.

A first approximation of surface $E_g$ from the $i(V)$ response is 0.5 eV, obtained by taking the average voltage separation between the CB and VB current onsets at the lowest detectable current (Fig. 4b). Nevertheless, the direct quantification of surface $E_g$ in this manner does not account for the possible occurrence of TIBB. The large, localized electric field from the proximate tip extends through the vacuum region and into the surface of the pyrite sample. Consequently, a fraction of the applied potential can be dropped within the sample itself, causing the valence and conduction bands to bend and obscuring the energy scale of the measured STS spectra. A comprehensive description of TIBB can be found in previous reports [54,40,41,55], but the main points are outlined here for completeness. The contact potential $\Delta \varphi$ is defined as the difference in work function between the metal tip and the semiconductor:

$$\Delta \varphi = \varphi_m - \chi - (E_C - E_F)$$

(2)

where $\varphi_m$ is the metal work function, $\chi$ is the electron affinity of the semiconductor, and $E_C$ and $E_F$ are the conduction band minimum and Fermi level of the sample, respectively (Fig. 5a). Even in the absence of applied bias, a non-zero $\Delta \varphi$ leads to band bending and the formation of a depletion region in the sample. For example, a positive $\Delta \varphi$ produces upward band bending in the semiconductor as the Fermi level aligns with that of the tip; negative charge correspondingly accumulates at the surface to screen the potential (Fig. 5b). The effect is to shift the energy $E$ of any given state at the surface by an amount $\varphi_o$:

$$E - E_F = eV - \varphi_o$$

(3)

When $E_F$ at the surface is unpinned in this manner, the resulting experimental $i(V)$ measurement can yield a very wide apparent surface $E_F$, as the band edges shift with the sweeping voltage and the onset of tunneling is delayed to more positive (for the CB) or negative (for VB) voltages (Fig. 5c). Such a situation arises on defect-free ZnO(110) surfaces [56], where the apparent band gap from STS can be larger than the accepted bulk gap of the material, or on GaN(1100) where quantitation $E_g$ determination was not possible [57]. Severe band bending can also introduce large tunneling currents from local states when the semiconductor $E_F$ is pushed into the VB (inversion) or CB (accumulation) [40,51]. The presence of intrinsic (dangling bond) surface states inside the fundamental $E_g$ on semiconductors typically limits TIBB by pinning $E_F$ (Fig. 5d) [41,53]. These states accumulate charge as they become
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occupied and effectively screen the electrostatic potential from the tip, reducing the distortion of STS spectra arising from TIBB. By analogy, on metallic materials with freely-available conduction band electrons at the surface, the tip potential drops entirely at the surface and does not extend into the sample. Similarly, extrinsic states (arising from disorder, defects or unintentional contamination), even at low densities of 0.01 monolayers ($3 \times 10^{-4}$ cm$^{-2}$) or less, can hold enough charge to significantly affect the magnitude of TIBB and pin $E_g$, e.g. on InN (1120) [58]. Below, we rationalize these two competing effects in our experimental STS spectra by simulating the effect of different surface state features, the characteristics of which are known from DFT simulations.

3.2. Simulated tunneling spectra based on DFT-calculated DOS

We interpret the underlying electronic structure in our measured STS results on FeS$_2$ by simulating the tunneling spectra using an explicit calculation of the electrostatic potential across the tip-vacuum-pyrite system, followed by a full numerical integration of the resulting tunneling current. Using DFT as a guide for the position and distribution of intrinsic and defect-related surface states, we explored several different configurations of surface electronic structure as the input for the tunneling spectra computations and optimized the fit to the experimental STS data in each case. We first compare the DFT-calculated DOS for pyrite with the valence band spectrum of a synthetic sample, measured using synchrotron X-ray photoelectron spectroscopy (Fig. 6). A prominent, Fe 3d-related band and the broad, hybridized Fe 3d and S 2p states between 1 and 7 eV below $E_g$ [59,18] are clearly visible in both the experimental and theoretical data, indicating a general correlation which justifies the use of this DFT data in guiding our analysis.

To investigate the origin of the apparent 0.5 eV surface $E_g$ in the STS results we considered the calculated DOS in energy region surrounding the bulk band gap (approximately $E_g - 0.5$ eV $\leq E \leq E_g + 1.5$ eV) and present here the results for four different simulated electronic structures, which could conceivably give rise to the experimental tunneling spectra. These four models are based on DFT calculations for the bulk crystal (Fig. 7a), a pristine (stoichiometric) surface (Fig. 7d, g), and a defective surface containing both charge neutral $V_{Fe}$ and $V_{S}$ (Fig. 7j). For the purposes of simulating the tunneling current as a function of bias, each of these characteristic DOS distributions was converted to a simplified representation with inputs for the bulk valence and conduction bands and the requisite surface states. The computed tunneling current that resulted from the different simulated DOS representations was compared to the experimental STS results from Fig. 4.

- **Fig. 6.** Experimental valence band spectrum obtained using synchrotron X-ray photoelectron spectroscopy (XPS) at photon energy $h\nu = 210$ eV (top) compared against DFT-computed density of states for FeS$_2$(100) (bottom), also showing partial DOS contributions from iron and sulfur. The dashed line marks the valence band edge.

- **Fig. 7.** (Left column) density of states (DOS) calculated by density functional theory (DFT) with (middle column) their corresponding, simplified analogs used in tunneling spectroscopy modeling. The shaded regions correspond to surface states (SS’s) that either just screen tip potential (black) or, alternatively, contribute to the tunneling current (gray) in the tunneling spectra model input. (Rightmost column) the output from each tunneling spectrum model (solid line) is displayed alongside the same, repeated experimental scanning tunneling spectroscopy (STS) result (open circles), corresponding to a tip-sample separation of so as described in the main text. (a), (b) and (c): bulk-like electronic structures, which could conceivably give rise to the experimental tunneling spectra. These four models are based on DFT calculations for the bulk crystal (Fig. 7a), a pristine (stoichiometric) surface (Fig. 7d, g), and a defective surface containing both charge neutral $V_{Fe}$ and $V_{S}$ (Fig. 7j). For the purposes of simulating the tunneling current as a function of bias, each of these characteristic DOS distributions was converted to a simplified representation with inputs for the bulk valence and conduction bands and the requisite surface states. The computed tunneling current that resulted from the different simulated DOS representations was compared to the experimental STS results from Fig. 4.
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The four theoretical electronic structures that were matched to the experimental data can be described in more detail as:

1. FeS$_2$ bulk-like density of states as calculated by DFT (Fig. 7a). In the simplified STS model, the VB and CB extrema are separated by an assumed bulk band gap of 0.95 eV and no surface states exist (Fig. 7b).

2. Pristine FeS$_2$(100) surface density of states, including intrinsic surface states arising from Fe dangling bonds (Fig. 7d). In the theoretical tunneling spectra input (Fig. 7e), a double Gaussian distribution of surface states is included, straddling the VB and CB edges. The density of surface states is set to $6.8 \times 10^{14}$ cm$^{-2}$, consistent with the density of Fe dangling bonds at the unreconstructed (100) surface. The charge neutrality level $E_N$ is fixed exactly halfway between the VB maximum and CB minimum, while the FWHM and centroid energies of the surface states were optimized within a reasonable range to provide the closest match to experiment. In this model, the intrinsic surface states can accumulate or deplete in charge depending on the applied bias, and thus serve to screen the tip potential, but do not produce $I_{tunn}$ $E_p$ is still 0.95 eV at the surface.

3. Pristine FeS$_2$(100) surface density of states, similar to that described in Model (2), but we now postulate that intrinsic surface states are homogeneously connected to the bulk VB and CB. Therefore, surface states are not explicitly defined in this model, but rather the bulk $E_g$ in the input is decreased from 0.95 to 0.5 eV, to approximate the tunneling contribution of intrinsic surface states (Fig. 7h). It is important to note that no surface states were explicitly defined in the computations employing this model so no $E_p$ pinning would be expected. We include the gray, double Gaussian states in Fig. 7h merely to draw the eye to how they effectively reduce the surface $E_p$.

4. Defective FeS$_2$(100) surface density of states. The surface $E_g$ is reduced to 0.5 eV by the intrinsic surface states, as in Model (3), but we also include defect states from $V_F$ and $V_S$ with 12.5% surface coverage each, i.e. density of $8.5 \times 10^{13}$ cm$^{-2}$ eV$^{-1}$ (Fig. 7j). In this theoretical tunneling spectrum model, the defect states form a broad band across the width of the reduced $E_g$ and only contribute free charge to screen the tip potential, without contributing further tunneling current (Fig. 7k).

The results for the four different tunneling spectra simulations are presented adjacent to the corresponding DOS graphs in Fig. 7. Together with each simulated curve we also show the same, repeated experimental STS result obtained using set point tunneling conditions of $V_{set} = 1.5$ V and $I_{set} = 200$ pA, equivalent to the reference tip-sample separation of $s_0$ in Fig. 4. As expected, the first model of bulk-like density of states (Fig. 7c), which excludes any surface states, gives a poor fit to the experimental results. In the absence of available free charge at the surface to pin $E_p$, the semiconductor bands are free to shift with the applied bias, and the CB (VB) edge is dragged to higher (lower) energies with increasing positive (negative) bias. The apparent surface $E_g$ width is therefore $>0.95$ eV. The second model (Fig. 7f) with surface-localized, non-tunneling intrinsic states approximates the experimental result better, but still does not reliably capture the small size of the zero tunnel current region, nominally corresponding to $E_g$, which is 0.3–0.5 eV larger than the experimental STS results would suggest. A parametric sensitivity study was conducted, and no adjustment of the relative surface state positions or widths produced a fit better than that shown in Fig. 7f, as quantified by minimizing the root mean squared (RMS) difference between the simulated and experimental results (see Supp. Info.). We conclude that the effect of these intrinsic surface states extends beyond a simple screening of the tip potential distribution, as they are defined in the tunneling spectrum model. Consequently, close replication of the experimental spectra can instead be achieved by defining a narrower forbidden energy region $E_g$ in the model input, simulating the case where significant tunneling current originates from the surface states when the bias is swept across biases in the range of approximately ±0.4 V and below. In Fig. 7i the intrinsic surface states are included continuously with the VB and CB in this manner, i.e., the $E_g$ for the simulation is reduced now to only 0.5 eV. This input produces simulated tunneling currents that match the experiment much better around the zero current region. However, the best fit to the experimental data was achieved when we further include a broad, distributed band of defect states that simulate a 12.5% concentration of both $V_F$ and $V_S$ at the surface (Fig. 7l). In the model these defect states do not mediate electron tunneling but their effect on the simulated spectrum is to reduce the effect of TIBB by screening the tip potential. Physically, we interpret this to mean that the defect surface states that exist within $E_g$ are too dilute and sparsely distributed to contribute significantly to tunneling and thus further reduce $E_g$. Nevertheless, their presence sufficiently affects the tunneling spectra through $E_p$ pinning. To help understand the lack of measured tunneling current from inter-band defect states, in Fig. 8 we compare the band 

Fig. 8. Density functional theory (DFT)-computed band structures for (a) bulk FeS$_2$, (b) a 4-layer surface slab with (100) termination, where we show in the red region the additional bands arising from intrinsic surface states, and (c) the same surface slab but containing a single sulfur vacancy $V_S$ in the topmost layer. The single band coming from the defect is highlighted with a bold, blue line. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
structure of bulk FeS₂ alongside that of a pristine (100) surface and a
defective (100) surface containing a 12.5% concentration of V₂ zoning as
calculated by DFT. The additional, intrinsic surface state bands – highlighted
in red in Fig. 8b, c – form a dense network of states that overlap continuously
with the bulk VB and CB. By comparison, the V₂ defect state is
manifested in a single, isolated band 0.2–0.3 eV below E₀. Moreover, we see that the minimum energy point on this defect band clearly
dips down at the L point of the Brillouin zone. During the tunneling
process, the perpendicular wave vector for the electron kₚ is relatively
small compared to those from intrinsic surface bands, where the empty-state minimum is very flat across the entire k point range
shown. Together, these facts suggest that the tunneling from intrinsic
surface states would be much stronger than for the defect states, explaining why we observe the intrinsic surface states directly in the ex-
perimental tunneling spectra, but the defect states have a more subtle
effect.

In order to quantify the width of the surface Eₕ from the experimen-
tal data, a sensitivity analysis of Model (4) was performed with the
range 0.3 ≤ Eₕ ≤ 0.6 as the input. The results plotted with logarithmi-
cally displayed current in Fig. 9 indicate that a best fit to experimental
tunneling current can conceivably be achieved with Eₕ = 0.4 ± 0.1 eV.

The close match between the experimental and the simulated
tunneling spectrum results suggest that the presence of dangling bond
surface states on the FeS₂(100) free surface leads to a reduction in Eₕ by ~0.5 eV over the accepted bulk Eₕ of 0.95 eV. These intrinsic surface states form continuous bands connected to the bulk electronic states and therefore offer available energy levels into which and from which electron tunneling can occur in the presence of the biased probe tip. In contrast, surface states arising from distributed point defects do not contribute to electron tunneling during STS, but instead provide states across a broad range of energies within the fundamental surface Eₕ that can accrue additional charge from the bulk. This acts to pin the Fermi level and moderate the amount of TIBB during STS. By accounting for both of these surface contributions in tandem, the theoretical model most accurately replicates the experimental STS data. The requirement for such a seemingly high surface defect concentration of 12.5% in the model raises the question of whether this is realistic for a pristine FeS₂(100) surface. The existence of a vacant site at one in every eight
surface-bound sulfur sites, with a correspondingly similar density of
vacant iron sites, would imply the presence of anion vacancy per four
surface unit cells. As we have already discussed, there is a large body of XPS evidence suggesting that up to 20% of pristine pyrite sur-
faces can comprise V₂, even at ambient temperatures of 298 K, including
our work in parallel to this study [30]. Likewise, high concentrations of surface V₂ have been imaged on pyrite by STM [32]. It is probable that the synthetic samples used in the current work contain a reasonable concentration of V₂ in addition to the expected V₂ given the sulfur-rich conditions of single crystal synthesis. Therefore the assumption of 12.5% as an average for both types of ionic point defect seems plausible. In addition, the effect of extrinsic (S–Br)₂⁻ defects – a known source of impurity in CVT-grown pyrite [9] – has not been considered in our analysis. Although the surface states associated with these defects would be localized at the defects themselves, there is evidence to suggest that vacancies (as well as other defects such as step edges, substitutional dopants and intersecting dislocations) can affect the electronic structure at nanometer distances through the redistribution of surface charge [60–62]. Fig. 10 displays the charge density difference between a supercell of four unit cells of FeS₂(100) containing a charge-neutral V₂ defect and that of the perfect host, with an isosurface of ± 0.014 e/Å³. The delocalized positive and negative charge resulting from the V₂ defect is distributed over almost the entire 2 × 2 unit cell area of the simulation, equivalent to approximately 10.8 × 10.8 Å² on the surface. This extent of delocalization would suggest that the charge from a density of only 12.5% V₂ on the surface could affect the experimental tunneling spectroscopy measurement, regardless of the exact location that the probe tip is placed during the data acquisition.

4. Conclusions

An accurate, quantitative assessment of the surface electronic structure of semiconducting pyrite, FeS₂(100), is necessary for understanding the behavior of pyrite in a wide range of applications, including geochemical, bio-catalytic, and corrosion processes, as well as pyrite’s
photovoltaic and photoelectrochemical properties. While scanning tunneling spectroscopy is an ideal tool for this purpose, the analysis is complicated by the well-known effect of tip-induced band bending, the presence of intrinsic surface states, and the additional effects of defect states associated with native ionic vacancies and other defects. We performed systematic STS measurements on synthetic FeS$_2$ single crystals at different tip-sample separations and demonstrated that the apparent surface band gap is consistently 0.4 ± 0.1 eV, or ~0.55 eV smaller than the widely-accepted bulk band gap of 0.95 eV for pyrite. By basing our tunneling current simulations on methodically varied, simplified DFT-calculated electronic structures, we link the origin of this reduction in $E_g$ to the presence of intrinsic surface states from Fe dangling bonds at the free surface termination. The electronic bands arising from the intrinsic surface states overlap continuously with the bulk bands. In addition, the experimental tunneling spectra results can be modeled most accurately if a second distribution of surface states arising from cation and anion vacancies is incorporated into the tunneling current simulations. These defect states do not contribute significantly to overall tunneling current but have an influence on the tunneling spectra by accumulating charge at the pyrite surface, which screens the tip potential during measurement and pins the Fermi level. Our findings confirm the influence of both intrinsic and defect surface states on the electronic structure of pyrite. The presence of a reduced band gap on the surface, as well as the existence of defect states within the band gap, hold implications for electronic processes such as charge transfer during electrochemical redox reactions.

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.susc.2013.08.014.
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