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## 1. Introduction

Let $H_{n, k}$ be the space of homogeneous real polynomials (forms) in $n$ variables and of degree $k$. Several convex subcones of $H_{n, 2 d}$ have received considerable study:

- nonnegative forms

$$
P_{n, 2 d}:=\left\{p \in H_{n, 2 d}: p(x) \geq 0 \forall x \in \mathbb{R}^{n}\right\}
$$

- sum-of-squares (SOS) forms

$$
\Sigma_{n, 2 d}:=\left\{p \in H_{n, 2 d}: p=\sum_{i \in I} q_{i}^{2} \text { where } q_{i} \in H_{n, d}\right\}
$$

- convex forms

$$
C_{n, 2 d}:=\left\{p(x) \in H_{n, 2 d}: \nabla^{2} p(x) \succeq 0 \forall x \in \mathbb{R}^{n}\right\}
$$

- SOS-convex forms,

$$
\Sigma C_{n, 2 d}:=\left\{p \in H_{n, 2 d}: y^{\top} \nabla^{2} p(x) y \text { is SOS }\right\}
$$

Known results on relationship between these cones are summarized as following.

- Trivial: $\Sigma_{n, 2 d} \subseteq P_{n, 2 d}, C_{n, 2 d} \subseteq P_{n, 2 d}, \Sigma C_{n, 2 d} \subseteq C_{n, 2 d}$;
- Hilbert [Hil88]: $\Sigma_{n, 2 d}=P_{n, 2 d}$ if and only if $n=2$ or $2 d=2$ or $(n, 2 d)=$ $(3,4)$;
- Helton-Nie [HN10]: $\Sigma C_{n, 2 d} \subseteq \Sigma_{n, 2 d}$;
- Ahmadi-Parrilo [AP13]: $\Sigma C_{n, 2 d}=C_{n, 2 d}$ if and only if $n=2$ or $2 d=2$ or $(n, 2 d)=(3,4)$;
- Trivial: $\Sigma_{n, 2 d} \subseteq C_{n, 2 d}$ if and only if $2 d=2$;
- Blekherman [Ble09]: For fixed $2 d \geq 4$, for $n$ large enough, $C_{n, 2 d} \nsubseteq \Sigma_{n, 2 d}$;
- El Khadir [EK20]: $C_{4,4} \subseteq \Sigma_{4,4}$.

In this project I studied problems related to convex forms. Our new result is a tight generalized Cauchy-Schwarz (GCS) inequality for $d=5$ (Theorem 2). GCS inequalities were introduced in El Khadir [EK20] and its low degree cases were used in the proof of $C_{4,4} \subseteq \Sigma_{4,4}$. I do not know of any application of higher degree GCS inequalities, but they are interesting on their own. In Section 2 we discuss GCS inequalities. We also explain why our method for $d=5$ cannot be generalized to odd $d \geq 7$ (Theorem 3).

The other sections of this report are a summary of two papers I read during this project. In Section 3, we discuss El Khadir [EK20]'s proof that convex quaternary quartics are SOS, which is one motivation for this project.

During this project, Prof. Parrilo pointed out to me that Saunderson [Sau21] found an explicit example of a convex but non-SOS form. We discuss Saunderson's construction in Section 4.

## 2. Generalized Cauchy-Schwarz inequalities

GCS inequalities are introduced by El Khadir [EK20] as a tool to prove that convex quaternary quartics are SOS. Recall the Cauchy-Schwarz inequality, which can be stated as

$$
Q(x, y) \leq \sqrt{Q(x, x) Q(y, y)}
$$

for all positive semidefinite quadratic forms $Q$. Generalized Cauchy-Schwarz generalizes the usual Cauchy-Schwarz inequality to higher degree forms. Given $p \in H_{n, 2 d}$, we can define a binary form $Q_{p}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ as

$$
Q_{p}(x, y)=\frac{1}{(2 d)!} \partial_{x}^{d} \partial_{y}^{d} p
$$

(In [EK20] $Q_{p}$ is defined via symmetric tensors.) It is homogeneous in $(x, y)$ of degree $(d, d)$ and satisfies the property that $Q_{p}(x, x)=p(x)$. So when $\operatorname{deg} p=2$, we get quadratic forms.

Theorem 1 ([EK20, Theorem 3.1]). For any integer $d \geq 1$, there exists a constant $A_{d}$ such that

$$
\begin{equation*}
Q_{p}(x, y) \leq A_{d} \sqrt{p(x) p(y)} \tag{1}
\end{equation*}
$$

for all $p \in C_{n, 2 d}, x, y \in \mathbb{R}^{n}$.
Proof. Fix $p \in C_{n, 2 d}$.
Step I: We prove that (1) holds for all $x, y \in \mathbb{R}^{n}$ if and only if

$$
\begin{equation*}
2 Q_{p}(x, y) \leq A_{d}(p(x)+p(y)) \tag{2}
\end{equation*}
$$

for all $x, y \in \mathbb{R}^{n}$. The $\Rightarrow$ implication is by AM-GM. The $\Leftarrow$ implication is by observing that for $x, y \in \mathbb{R}^{n}$ with $Q_{p}(x, y)>0$, we have

$$
\frac{\sqrt{p(x) p(y)}}{Q_{p}(x, y)}=\inf _{\lambda>0} \frac{p(x)+\lambda^{2} p(y)}{2 \lambda Q_{p}(x, y)}=\inf _{\lambda>0} \frac{p(x)+p\left(\lambda^{\frac{1}{d}} y\right)}{2 Q_{p}\left(x, \lambda^{\frac{1}{d}} y\right)}
$$

Step II: If $x$ and $y$ are colinear, then there is nothing to prove $\left(A_{d} \geq 1\right)$. Otherwise, $x$ and $y$ span a subspace of dimension 2 , and by performing a coordinate change, we reduce to the case where $n=2, x=e_{1}, y=e_{2}$, where $e_{1}$ and $e_{2}$ are coordinate vectors.

Step III: The set

$$
L:=\left\{p \in C_{2,2 d}: p\left(e_{1}\right)+p\left(e_{2}\right)=2\right\}
$$

is compact. So $\sup _{p \in L} Q_{p}\left(e_{1}, e_{2}\right)$ is finite, and we can take $A_{d}$ to be this value.
Let $A_{d}^{*}$ denote the best possible constant such that (1) holds. Let us discuss how to compute $A_{d}^{*}$. As shown in the proof, it suffices to compute

$$
\begin{equation*}
A_{d}^{*}=\sup _{\substack{p \in C_{2,2 d} \\ p\left(e_{1}\right)+p\left(e_{2}\right)=2}} Q_{p}\left(e_{1}, e_{2}\right) \tag{3}
\end{equation*}
$$

Let

$$
p=\sum_{0 \leq i \leq 2 d} p_{i} x^{i} y^{2 d-i}
$$

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A_{d}^{*}$ | 1.000 | 1.000 | 1.000 | 1.011 | 1.000 | 1.061 |
| $d$ | 7 | 8 | 9 | 10 | 11 | 12 |
| $A_{d}^{*}$ | 1.000 | 1.048 | 1.000 | 1.153 | 1.000 | 1.115 |

Table 1. Numerical values of $A_{d}^{*}$. First 8 values are from [EK20, Table 1].

Then we can compute that

$$
p\left(e_{1}\right)=p_{0}, \quad p\left(e_{2}\right)=p_{2 d}, \quad Q_{p}\left(e_{1}, e_{2}\right)=\binom{2 d}{d}^{-1} p_{d}
$$

So the objective function is linear, and the constraint $p\left(e_{1}\right)+p\left(e_{2}\right)=2$ is linear. For the constraint $p \in C_{2,2 d}$, we use [AP13, Theorem 5.2], which says that $C_{2,2 d}=$ $\Sigma C_{2,2 d}$. So $p \in C_{2,2 d}$ if and only if $u^{\top} \nabla p(x) u$ is SOS. So (3) can be solved using semidefinite programming.

$$
\begin{array}{ll} 
& \max \binom{2 d}{d}^{-1} p_{d} \\
\text { s.t. } & p_{0}+p_{2 d}=2, \\
& u^{\top} \nabla^{2} p(x) u \text { is SOS. }
\end{array}
$$

We discuss several simplifications of the program.

- If $p(x, y)$ is a feasible solution, then $\frac{1}{2}(p(x, y)+p(y, x))$ also satisfies the constraints and achieves the same objective value. So we could WLOG assume that $p_{i}=p_{2 d-i}$ for $0 \leq i \leq d$. Then $p_{0}=1$. So we are left with $d$ variables $p_{1}, \ldots, p_{d}$.
- For the case of even $d$, if $p(x, y)$ is a feasible solution, then $\frac{1}{2}(p(x, y)+$ $p(x,-y))$ also satisfies the constraints and achieve the same objective value. So in this case we could WLOG assume that $p_{i}=0$ for odd $i$, and we are left with $\frac{d}{2}$ variables.
- There are other symmetries of the problem. For example,

$$
f(x, y, u, v):=\left[\begin{array}{ll}
u & v
\end{array}\right] \nabla^{2} p(x, y)\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

satisfies

$$
f(x, y, u, v)=f(y, x, v, u)=f(-x,-y, u, v)=f(-x, y,-u, v)
$$

when $d$ is even and

$$
f(x, y, u, v)=f(y, x, v, u)=f(-x,-y,-u,-v)
$$

when $d$ is odd. These symmetries generate a non-trivial group. So we could use the symmetry reduction framework of Gatermann-Parrilo [GP04] to simplify the problem.
Using these simplifications, we can numerically compute $A_{d}^{*}$. I implemented the SDP and its results are summarized in Table 1. MOSEK reports a small duality gap, so these values should be reliable.

El Khadir [EK20] uses symmetry reduction and KKT conditions to algebraically compute $A_{4}^{*}$, and showed that it is equal to the largest root of

$$
x^{3}-\frac{33}{35} x^{2}-\frac{17}{245} x+\frac{13}{42785} .
$$

I tried to do the same for $A_{6}^{*}$, by modifying El Khadir's code. However, in the end, I needed to compute the Groebner basis of an ideal defined by 38 quadratic equations in 25 variables, which my computer was not able to solve.

There is another way to compute $A_{d}^{*}$. By definition, $A_{d}^{*}$ is the smallest number $A$ such that

$$
A(p(x)+p(y))-2 Q_{p}(x, y) \geq 0
$$

for all $p \in C_{2,2 d}$. Note that

$$
p(x)=\frac{1}{(2 d)!} \partial_{x}^{2 d}, \quad p(y)=\frac{1}{(2 d)!} \partial_{y}^{2 d}, \quad Q_{p}(x, y)=\frac{1}{(2 d)!} \partial_{x}^{d} \partial_{y}^{d}
$$

So we in fact want to compute the smallest number $A$ such that

$$
\ell_{A}:=A\left(\partial_{x}^{2 d}+\partial_{y}^{2 d}\right)-2 \partial_{x}^{d} \partial_{y}^{d} \in C_{2,2 d}^{*}
$$

where

$$
C_{n, 2 d}^{*}:=\left\{\ell: \ell(p) \geq 0 \forall p \in C_{n, 2 d}\right\} .
$$

The dual cone $C_{n, 2 d}^{*}$ has a nice characterization from Reznick [Rez11]:

$$
C_{n, 2 d}^{*}=\operatorname{cone}\left\{\partial_{x}^{2} \partial_{y}^{2 d-2}: x, y \in \mathbb{R}^{n}\right\}
$$

So by decomposing $A\left(\partial_{x}^{2 d}+\partial_{y}^{2 d}\right)-2 \partial_{x}^{d} \partial_{y}^{d}$ we can derive upper bounds for $A_{d}^{*}$. For example, for $d=1,2,3$ we have

$$
\begin{aligned}
& \partial_{x}^{2}+\partial_{y}^{2}-2 \partial_{x} \partial_{y}=\left(\partial_{x}-\partial_{y}\right)^{2} \\
& \partial_{x}^{4}+\partial_{y}^{4}-2 \partial_{x}^{2} \partial_{y}^{2}=\left(\partial_{x}-\partial_{y}\right)^{2}\left(\partial_{x}+\partial_{y}\right)^{2} \\
& \partial_{x}^{6}+\partial_{y}^{6}-2 \partial_{x}^{3} \partial_{y}^{3}=\left(\partial_{x}-\partial_{y}\right)^{2}\left(\frac{1}{2}\left(\partial_{x}+\partial_{y}\right)^{4}+\frac{1}{2} \partial_{x}^{4}+\frac{1}{2} \partial_{y}^{4}\right)
\end{aligned}
$$

So $A_{1}^{*}=A_{2}^{*}=A_{3}^{*}=1$. Now we can state our result.
Theorem 2. For all $p \in C_{n, 10}$ (convex forms in $n$ variables of degree 10) and all $x, y \in \mathbb{R}^{n}$, we have

$$
Q_{p}(x, y) \leq \sqrt{p(x) p(y)}
$$

In other words, $A_{5}^{*}=1$.
Proof.

$$
\begin{align*}
& \partial_{x}^{10}+\partial_{y}^{10}-2 \partial_{x}^{5} \partial_{y}^{5}  \tag{4}\\
& =\left(\partial_{x}-\partial_{y}\right)^{2}\left(\frac{1}{28}\left(\partial_{x}^{8}+\partial_{y}^{8}\right)+\frac{1}{392}\left(\partial_{x}-\partial_{y}\right)^{8}+\frac{11}{168}\left(\partial_{x}+\partial_{y}\right)^{8}\right. \\
& \left.+\frac{115 \sqrt{21}+527}{1176}\left(\left(\frac{5-\sqrt{21}}{2} \partial_{x}+\partial_{y}\right)^{8}+\left(\partial_{x}+\frac{5-\sqrt{21}}{2} \partial_{y}\right)^{8}\right)\right)
\end{align*}
$$

Let us discuss how we found (4). Because

$$
\partial_{x}^{2 d}+\partial_{y}^{2 d}-2 \partial_{x}^{d} \partial_{y}^{d}=\left(\partial_{x}-\partial_{y}\right)^{2}\left(\sum_{0 \leq i \leq d} \partial_{x}^{i} \partial_{y}^{d-1-i}\right)^{2}
$$

it is tempting to include $\left(\partial_{x}-\partial_{y}\right)^{2}$ in all terms of the decomposition. So we reduce to decompose $\ell:=\left(\sum_{0 \leq i \leq d} \partial_{x}^{i} \partial_{y}^{d-1-i}\right)^{2}$ as a convex combination of $\left(\alpha \partial_{x}+\beta \partial_{y}\right)^{2 d-2}$. Note that $\ell$ is invariant under swapping $\partial_{x}$ and $\partial_{y}$. So wlog we could assume the decomposition is a convex combination of

$$
\left(\alpha \partial_{x}+\beta \partial_{y}\right)^{2 d-2}+\left(\beta \partial_{x}+\alpha \partial_{y}\right)^{2 d-2}
$$

We select $d$ tuples of $\left(\alpha_{i}, \beta_{i}\right)$ and solve for coefficients $\gamma_{i}$ such that

$$
\sum_{1 \leq i \leq d} \gamma_{i}\left(\left(\alpha_{i} \partial_{x}+\beta_{i} \partial_{y}\right)^{2 d-2}+\left(\beta_{i} \partial_{x}+\alpha_{i} \partial_{y}\right)^{2 d-2}\right)=\ell
$$

If $\gamma_{i} \geq 0$ for all $1 \leq i \leq d$ then we succeed. The ( $\alpha_{i}, \gamma_{i}$ ) in the proof of Theorem 2 are chosen so that the decomposition is particularly simple. A lot of other decompositions exist. For example, we can get different decompositions if we choose ( $\alpha_{i}, \beta_{i}$ ) randomly.

I tried to do the same for $A_{7}^{*}$. Namely, look for tuples $\left(\alpha_{i}, \beta_{i}\right)$ such that $\gamma_{i}$ are all non-negative. However, I was not able to find a valid decomposition. It turns out that this has a reason.

Theorem 3. For all odd $d \geq 7$,

$$
\partial_{x}^{2 d}+\partial_{y}^{2 d}-2 \partial_{x}^{d} \partial_{y}^{d} \notin \operatorname{cone}\left\{\left(\partial_{x}-\partial_{y}\right)^{2}\left(\alpha \partial_{x}+\beta \partial_{y}\right)^{2 d-2}: \alpha, \beta \in \mathbb{R}\right\}
$$

Proof. It suffices to prove that

$$
\left(\sum_{0 \leq i \leq d} \partial_{x}^{i} \partial_{y}^{d-1-i}\right)^{2} \notin \operatorname{cone}\left\{\left(\alpha \partial_{x}+\beta \partial_{y}\right)^{2 d-2}: \alpha, \beta \in \mathbb{R}\right\}
$$

Note that RHS is exactly $P_{2,2 d-2}^{*}$, dual of the cone of non-negative forms in two variables of degree $2 d-2$. Because we have two variables, $P_{2,2 d-2}=\Sigma_{2,2 d-2}$. So a form $\ell \in P_{2 d-2}^{*}$ if and only if $\ell\left(p^{2}\right) \geq 0$ for all $p \in H_{2, d-1}$.

If we write

$$
\begin{aligned}
& \ell=\sum_{0 \leq i \leq 2 d-2} a_{i} \partial_{x}^{i} \partial_{y}^{2 d-2-i}, \\
& p=\sum_{0 \leq i \leq d-1} b_{i} x^{i} y^{d-1-i},
\end{aligned}
$$

then

$$
\ell\left(p^{2}\right)=\sum_{0 \leq k \leq 2 d-2} a_{k} k!(2 d-2-k)!\sum_{\substack{i+j=k \\ 0 \leq i, j \leq d-1}} b_{i} b_{j}
$$

In our case, $a_{k}=\min \{k, 2 d-2-k\}+1$. So $\ell\left(p^{2}\right)$ can be seen as a degree 2 form in $d$ variables $b_{0}, \ldots, b_{d-1}$. Note that $P_{d, 2}=\Sigma_{d, 2}$. So $\ell\left(p^{2}\right) \geq 0$ for all $p$ if and only if the Hankel matrix

$$
\begin{aligned}
& H_{i, j}=h_{i+j}, \quad 0 \leq i, j \leq d-1, \\
& h_{k}=a_{k} k!(2 d-2-k)!
\end{aligned}
$$

is PSD.

In the following we prove that for all odd $d \geq 7, H$ is not PSD. Let $d=2 k+1$. We consider the minor $M:=H_{(k-2, \ldots, k+2),(k-2, \ldots, k+2)}$. Then $M$ is a Hankel matrix corresponding to sequence

$$
\begin{aligned}
& (d-4)!(d+3)!,(d-3)!(d+2)!,(d-2)!(d+1)!,(d-1)!d!, d!(d-1)!, \\
& d!(d-1)!,(d+1)!(d-2)!,(d+2)!(d-3)!,(d+3)!(d-4)!
\end{aligned}
$$

and $M=(d-4)!^{2} M^{\prime}$ where entries of $M^{\prime}$ are degree 7 polynomials in $d$. We can compute that

$$
\operatorname{det} M^{\prime}=p(d)
$$

where

$$
\begin{aligned}
p(x) & =-48(x+1)(x-1)^{5} x^{5}(x-2)^{6}(x-3)^{8} \\
& \cdot\left(x^{2}-6 x+4\right)\left(x^{4}+6 x^{3}-33 x^{2}+70 x-36\right)
\end{aligned}
$$

The largest real root of $p(x)$ is at $\approx 5.24$, so $p(x)<0$ for all $x \geq 6$. This finishes the proof.

Theorem 3 tells us that for odd $d \geq 7$, we have to use terms other than ( $\partial_{x}-$ $\left.\partial_{y}\right)^{2}\left(\alpha \partial_{x}+\beta \partial_{y}\right)^{2 d-2}$.

The statement of Theorem 3 is also valid for even $d \geq 6$, but it is not meaningful because [EK20, Appendix B] proves that $A_{d}^{*}>1$ for even $d \geq 4$.

## 3. El Khadir: Convex quaternary quartics are SOS

In this section we explain El Khadir [EK20]'s proof that convex quaternary quartics are SOS.

Theorem 4 ([EK20, Theorem 1.1]). Every convex quaternary quartic is SOS, i.e., $C_{4,4} \subseteq \Sigma_{4,4}$.

The proof uses Theorem 1 and another type of generalized Cauchy-Schwarz inequalities.

Theorem 5 ([EK20, Theorem 3.1]). For any integer $d \geq 1$, there exists a constant $B_{d}$ such that

$$
\begin{equation*}
|p(z)| \leq B_{d} Q_{p}(z, \bar{z}) \tag{5}
\end{equation*}
$$

for all $p \in C_{n, 2 d}$ and $z \in \mathbb{C}^{n}$.
The proof is entirely similar to the proof for $A_{d}$ we presented. Let $B_{d}^{*}$ denote the best possible constant such that (5) holds. Unlike $A_{d}^{*}$ which turns out to be hard to compute, [EK20] proves that

$$
B_{d}^{*}=\frac{\binom{2(d-1)}{d-1}}{d}
$$

Proof of Theorem 4 only uses the degree- 2 GCS inequalities, $A_{2}^{*}=B_{2}^{*}=1$. The proof uses a characterization of extreme rays of $\Sigma_{4,4}^{*}$ by Blekherman [Ble12].

Theorem 6 ([Ble12, Theorem 1.2], [EK20, Theorem 4.2]). A non-negative quaternary quartic form $p$ is SOS if and only if both of the following conditions hold:

- For every $v_{1}, \ldots, v_{8} \in \mathbb{R}^{4}$ and $\alpha_{2}, \ldots, \alpha_{8} \in\{ \pm 1\}$ such that

$$
\begin{equation*}
v_{1} v_{1}^{\top}=\sum_{2 \leq i \leq 8} \alpha_{i} v_{i} v_{i}^{\top} \tag{6}
\end{equation*}
$$

we have

$$
\begin{equation*}
p\left(v_{1}\right) \leq\left(\sum_{2 \leq i \leq 8} \sqrt{p\left(v_{i}\right)}\right)^{2} . \tag{7}
\end{equation*}
$$

- For every $z \in \mathbb{C}^{4}, v_{3}, \ldots, v_{8} \in \mathbb{R}^{4}$, and $\alpha_{3}, \ldots, \alpha_{8} \in\{ \pm 1\}$ such that

$$
\begin{equation*}
z z^{\top}+\overline{z z}^{\top}=\sum_{3 \leq i \leq 8} \alpha_{i} v_{i} v_{i}^{\top}, \tag{8}
\end{equation*}
$$

we have

$$
2(|p(z)|+\Re(p(z))) \leq\left(\sum_{3 \leq i \leq 8} \sqrt{p\left(v_{i}\right)}\right)^{2} .
$$

The proof is now a direct application of the GCS inequalities.
Proof of Theorem 4. Let $p$ be a convex quaternary quartic form. Then $p$ satisfies Theorem 1 and 1 with $A_{2}^{*}=B_{2}^{*}=1$. We prove that $p$ satisfies both requirements in Theorem 6.

First requirement: Let $v_{1}, \ldots, v_{8}, \alpha_{2}, \ldots, \alpha_{8}$ be as in the condition. Squaring both sides of (6) we get

$$
\begin{equation*}
v_{1} \otimes v_{1} \otimes v_{1} \otimes v_{1}=\sum_{2 \leq i, j \leq 8} \alpha_{i} \alpha_{j} v_{i} \otimes v_{i} \otimes v_{j} \otimes v_{j} \tag{10}
\end{equation*}
$$

as symmetric tensors. Let $T_{p}$ be the symmetric tensor corresponding to $Q_{p}$, i.e.,

$$
Q_{p}(x, y)=T_{p}(x \otimes x \otimes y \otimes y) .
$$

Applying $T_{p}$ to both sides of (10), we get

$$
p\left(v_{1}\right)=\sum_{2 \leq i, j \leq 8} \alpha_{i} \alpha_{j} Q_{p}\left(v_{i}, v_{j}\right) \leq \sum_{2 \leq i, j \leq 8} \sqrt{p\left(v_{i}\right) p\left(v_{j}\right)}=\left(\sum_{2 \leq i \leq 8} \sqrt{p\left(v_{i}\right)}\right)^{2}
$$

where the second step is Theorem 1. So we have (7).
Second requirement: Let $z, v_{3}, \ldots, v_{8}, \alpha_{3}, \ldots, \alpha_{8}$ be as in the condition. Squaring both sides of (8) we get

$$
\begin{align*}
& z \otimes z \otimes z \otimes z+\bar{z} \otimes \bar{z} \otimes \bar{z} \otimes \bar{z}+2 z \otimes z \otimes \bar{z} \otimes \bar{z}  \tag{11}\\
& =\sum_{3 \leq i, j \leq 8} \alpha_{i} \alpha_{j} v_{i} \otimes v_{i} \otimes v_{j} \otimes v_{j}
\end{align*}
$$

as symmetric tensors. Applying $T_{p}$ to both sides of (11), we get

$$
p(z)+p(\bar{z})+2 Q_{p}(z, \bar{z})=\sum_{3 \leq i, j \leq 8} \alpha_{i} \alpha_{j} Q_{p}\left(v_{i}, v_{j}\right) .
$$

Note that

$$
p(z)+p(\bar{z})=2 \Re(p(z)), \quad Q_{p}(z, \bar{z}) \geq|p(z)|
$$

where the inequality is by Theorem 5 . So

$$
2(|p(z)|+\Re(p(z))) \leq \sum_{3 \leq i, j \leq 8} \alpha_{i} \alpha_{j} Q_{p}\left(v_{i}, v_{j}\right) \leq\left(\sum_{3 \leq i \leq 8} \sqrt{p\left(v_{i}\right)}\right)^{2} .
$$

where the second step is Theorem 1. Therefore (9) holds.
Blekherman [Ble12] also studied extreme rays of $\Sigma_{3,6}$, which gives a characterization very similar to Theorem 6.

Theorem 7 ([Ble12, Theorem 1.1], [EK20, Theorem 6.1]). A non-negative ternary sextic form $p$ is SOS if and only if both of the following conditions hold:

- For every $v_{1}, \ldots, v_{9} \in \mathbb{R}^{3}$ and $\alpha_{2}, \ldots, \alpha_{9} \in\{ \pm 1\}$ such that

$$
\begin{equation*}
v_{1} \otimes v_{1} \otimes v_{1}=\sum_{2 \leq i \leq 9} \alpha_{i} v_{i} \otimes v_{i} \otimes v_{i} \tag{12}
\end{equation*}
$$

we have

$$
p\left(v_{1}\right) \leq\left(\sum_{2 \leq i \leq 9} \sqrt{p\left(v_{i}\right)}\right)^{2}
$$

- For every $z \in \mathbb{C}^{3}, v_{3}, \ldots, v_{9} \in \mathbb{R}^{3}$, and $\alpha_{3}, \ldots, \alpha_{9} \in\{ \pm 1\}$ such that

$$
\begin{equation*}
z \otimes z \otimes z+\bar{z} \otimes \bar{z} \otimes \bar{z}=\sum_{3 \leq i \leq 9} \alpha_{i} v_{i} \otimes v_{i} \otimes v_{i} \tag{14}
\end{equation*}
$$

we have

$$
\begin{equation*}
2(|p(z)|+\Re(p(z))) \leq\left(\sum_{3 \leq i \leq 9} \sqrt{p\left(v_{i}\right)}\right)^{2} \tag{15}
\end{equation*}
$$

The first requirement is satisfied by all $p \in C_{3,6}$ because $A_{3}^{*}=1$. However, $B_{3}^{*}>1$, so the same proof does not work for the second requirement. Blekherman [Ble12] conjectures that in both Theorem 7 and 6 , the second requirement is not needed. If the conjecture is true, then we get that $C_{3,6} \subseteq \Sigma_{3,6}$.

## 4. Saunderson: Explicit examples of non-SOS convex forms

In this section we discuss Saunderson [Sau21]'s construction of a family of convex non-SOS forms. Let us describe the construction. Let $\mathbb{O}$ denote the normed division algebra of octonions. Let $x, y \in \mathbb{O}^{k}$ be two octonion vectors, which can be viewed as two $8 k$-dimensional real vectors. We define forms

$$
\begin{aligned}
\operatorname{cs}_{k}(x, y) & :=\|x\|^{2}\|y\|^{2}-|(x, y)|^{2} \\
q_{k}(x, y) & :=\operatorname{cs}_{k}(x, y)+\frac{1}{4}\left(\|x\|^{2}+\|y\|^{2}\right)^{2}
\end{aligned}
$$

where

$$
(x, y):=\sum_{1 \leq i \leq k} \overline{x_{i}} y_{i} \in \mathbb{O} .
$$

Theorem 8 ([Sau21, Theorem 1.2]). For $k \geq 17$, the form $q_{k}(x, y)$ is a convex non-SOS quartic form in $16 k$ variables.

Convexity follows from [Ble13, Theorem 4.75], which says that if $p \in H_{n, 2 d}$ satisfies

$$
\begin{equation*}
|p(v)-1| \leq \frac{1}{2 d-1} \tag{16}
\end{equation*}
$$

for all $\|v\|=1$, then $p$ is convex. This theorem was used in [Ble13] to prove the existence of convex non-SOS forms. By a generalized Cauchy-Schwarz inequality
for octonions [Kra98] (which has nothing to do with Theorem 1 and 5), $\operatorname{cs}_{k}(x, y)$ is non-negative. So

$$
\begin{aligned}
\inf _{\|x\|^{2}+\|y\|^{2}=1} q_{k}(x, y) & =\inf _{\|x\|^{2}+\|y\|^{2}=1} \frac{1}{4}\left(\|x\|^{2}+\|y\|^{2}\right)^{2}=\frac{1}{4} \\
\sup _{\|x\|^{2}+\|y\|^{2}=1} q_{k}(x, y) & =\inf _{\|x\|^{2}+\|y\|^{2}=1}\left(\|x\|^{2}\|y\|^{2}+\frac{1}{4}\left(\|x\|^{2}+\|y\|^{2}\right)^{2}\right)=\frac{1}{2} .
\end{aligned}
$$

So $\frac{4}{3} q_{k}$ satisfies (16) and $q_{k}$ is convex.
The proof that $q_{k}$ is not SOS is by solving the corresponding SDP using symmetry reduction. Let us describe the SDP, which is standard. Let $V=H_{16 k, 2}, W=$ $H_{16 k, 4}, \mathcal{S}^{V}$ be the space of self-adjoint endomorphisms of $V, \mathcal{S}_{+}^{V}$ be the subset of PSD operators in $\mathcal{S}^{V}$. Let $\mathcal{A}: \mathcal{S}^{V} \rightarrow W$ be the map induced by $\mathcal{A}\left(c c^{\top}\right)=c^{2}$ for all $c \in V$. The SDP is

$$
\text { find } Y \in \mathcal{S}_{+}^{V} \text { s.t. } \mathcal{A}(Y)=q_{k}
$$

We can observe that $q_{k}$ has a large symmetry group. In fact, it is invariant under an action of $\operatorname{Spin}(9) \times O(k)$. If we denote a pair $(x, y) \in \mathbb{O}^{k} \times \mathbb{O}^{k}$ as an $\mathbb{R}^{16 \times k}$ real matrix

$$
X=\left[\begin{array}{lll}
{\left[x_{1}\right]} & \cdots & {\left[x_{k}\right]} \\
{\left[y_{1}\right]} & \cdots & {\left[x_{k}\right]}
\end{array}\right]
$$

then $\operatorname{Spin}(9)$ acts by left multiplication on $\mathbb{R}^{16}$ via [Har90, Lemma 14.77] and $O(k)$ acts by right multiplication on $\mathbb{R}^{k}$.

The action of $\operatorname{Spin}(9) \times O(k)$ on $\mathbb{R}^{16}$ naturally upgrades to $V$ and $W$. It is easy to verify that $q_{k}$ is invariant under the action, i.e., for any $(g, h) \in \operatorname{Spin}(9) \times O(k)$, we have $q_{k}\left(g X h^{\top}\right)=q_{k}(X)$. So for the SDP, we can assume that $Y$ is invariant under the group action, i.e.,

$$
\text { find } Y \in \mathcal{S}_{+}^{V} \cap \operatorname{End}_{\operatorname{Spin}(9) \times O(k)}(V) \text { s.t. } \mathcal{A}(Y)=b
$$

We now need to decompose $V$ into a direct sum of irreducible representations. We embed $V$ into a larger representation $\mathbb{R}^{16 k \times 16 k}=\mathbb{R}^{16 \times 16} \otimes \mathbb{R}^{k \times k}$, where $\operatorname{Spin}(9)$ acts on $\mathbb{R}^{16 \times 16}$ as $X \mapsto g X g^{\top}$ and $O(k)$ acts on $\mathbb{R}^{k \times k}$ as $X \mapsto h X h^{\top}$.

Decomposition of $\mathbb{R}^{16 \times 16}$ under $\operatorname{Spin}(9)$ action and decomposition of $\mathbb{R}^{k \times k}$ under $O(k)$ action are both standard. Omitting details,

$$
\mathbb{R}^{16 \times 16}=\bigoplus_{0 \leq i \leq 4} V_{i}
$$

where $V_{i}$ 's are non-isomorphic irreducible $\operatorname{Spin}(9)$-representations;

$$
\mathbb{R}^{k \times k}=\bigoplus_{j=-1,0,1} U_{j}
$$

where $U_{j}$ are non-isomorphic irreducible $O(k)$-representations. So

$$
\mathbb{R}^{16 \times 16} \otimes \mathbb{R}^{k \times k}=\bigoplus_{\substack{0 \leq i \leq 4 \\ j=-1,0,1}}\left(V_{i} \otimes U_{j}\right)
$$

where $V_{i} \otimes U_{j}$ are non-isomorphic irreducible $\operatorname{Spin}(9) \times O(k)$-representations. Among these representations, $V_{0}, V_{1}, V_{4}, U_{0}, U_{1}$ are symmetric and $V_{2}, V_{3}, U_{-1}$ are antisymmetric. A tensor product $V_{i} \otimes U_{j}$ is symmetric if and only if both $V_{i}$ and $U_{j}$
are symmetric, or both $V_{i}$ and $U_{j}$ are anti-symmetric. Because $V$ is the subspace of symmetric tensors of $\mathbb{R}^{16 \times 16} \otimes \mathbb{R}^{k \times k}, V$ decomposes as

$$
V=\bigoplus_{(i, j) \in \Lambda}\left(V_{i} \otimes U_{j}\right)
$$

where

$$
\Lambda=\{(0,0),(0,1),(1,0),(1,1),(4,0),(4,1),(2,-1),(3,-1)\}
$$

The fact that $V$ decomposes into a direct sum of non-isomorphic irreducible representations is very helpful, because

$$
\mathcal{S}_{+}^{V} \cap \operatorname{End}_{\operatorname{Spin}(9) \times O(k)}(V)=\operatorname{cone}\left\{P_{V_{i} \otimes U_{j}}:(i, j) \in \Lambda\right\}
$$

where $P_{A}$ is the orthogonal projection onto $A$. So the SDP becomes a linear program

$$
\text { find } \lambda \in \mathbb{R}_{\geq 0}^{V} \text { s.t. } \quad \sum_{(i, j) \in \Lambda} \lambda_{i} \mathcal{A}\left(P_{V_{i} \otimes U_{j}}\right)=q_{k} .
$$

A linear program is easy to solve. One can verify that the linear program is feasible for $k=16$ and infeasible for $k=17$. So $q_{k}$ is SOS for $k \leq 16$ and is not SOS for $k \geq 17$. This finishes the proof.

## 5. Conclusion

In this project we studied problems related to convex forms. Our new result is a tight generalized Cauchy-Schwarz inequality for convex forms of degree 10 (Theorem 2). We also explained why a similar construction cannot work for forms of degree $2 d$ for odd $d \geq 7$ (Theorem 3). In Section 3 and Section 4, we explained the main proof ideas and steps of El Khadir [EK20]'s result that convex quaternary quartics are SOS, and Saunderson [Sau21]'s construction of a convex and non-SOS quartic form in 272 variables.

There are still a lot of open questions. We list a few below.

- [EK20]: Numerical computation suggests that $A_{d}^{*}=1$ (in Theorem 1) for all odd $d$. In this project we resolved the case $d=5$, but the case $d \geq 7$ is still open.
- [Sau21]: Saunderson's construction gives a convex and non-quartic form. However, it is not obvious how one can construct convex and non-SOS forms of higher degree. We either need a way to increase the degree, or need some construction like Ahmadi-Parrilo [AP13, Theorem 5.10] which constructs an element in $C_{n, 2 d+2} \backslash \Sigma C_{n, 2 d+2}$ given an element in $P_{n, 2 d} \backslash C_{n, 2 d}$.
- [Sau21]: Saunderson's construction has 272 variables, and is likely not the smallest possible. What is the smallest $n$ such that $C_{n, 4} \nsubseteq \Sigma_{n, 4}$ ?
- [Ble12]: Can we remove the second requirement in Theorem 7? Is it true that $C_{3,6} \subseteq \Sigma_{3,6}$ ?
- [Sau21]: Are all convex symmetric forms SOS? It is known that ther are symmetric non-negative forms that are not SOS [GKR16].
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