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ABSTRACT
Knowing where people look and click on visual designs can
provide clues about how the designs are perceived, and where
the most important or relevant content lies. The most im-
portant content of a visual design can be used for effective
summarization or to facilitate retrieval from a database. We
present automated models that predict the relative importance
of different elements in data visualizations and graphic designs.
Our models are neural networks trained on human clicks and
importance annotations on hundreds of designs. We collected
a new dataset of crowdsourced importance, and analyzed the
predictions of our models with respect to ground truth impor-
tance and human eye movements. We demonstrate how such
predictions of importance can be used for automatic design
retargeting and thumbnailing. User studies with hundreds of
MTurk participants validate that, with limited post-processing,
our importance-driven applications are on par with, or out-
perform, current state-of-the-art methods, including natural
image saliency. We also provide a demonstration of how our
importance predictions can be built into interactive design
tools to offer immediate feedback during the design process.
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INTRODUCTION
A crucial goal of any graphic design or data visualization is
to communicate the relative importance of different design
elements, so that the viewer knows where to focus attention
and how to interpret the design. In other words, the design
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Figure 1. We present two neural network models trained on crowd-
sourced importance. We trained the graphic design model using a
dataset of 1K graphic designs with GDI annotations [33]. For training
the data visualization model, we collected mouse clicks using the Bubble-
View methodology [22] on 1.4K MASSVIS data visualizations [3]. Both
networks successfully predict ground truth importance and can be used
for applications such as retargeting, thumbnailing, and interactive de-
sign tools. Warmer colors in our heatmaps indicate higher importance.

should provide an effective management of attention [39]. Un-
derstanding how viewers perceive a design could be useful
for many stages of the design process; for instance, to pro-
vide feedback [40]. Automatic understanding can help build
tools to search, retarget, and summarize information in de-
signs and visualizations. Though saliency prediction in natural
images has recently become quite effective, there is little work
in importance prediction for either graphic designs or data
visualizations.

Our online demo, video, code, data, trained models, and supplemen-
tal material are available at visimportance.csail.mit.edu.

https://doi.org/10.1145/3126594.3126653
visimportance.csail.mit.edu


visimportance.csail.mit.edu

	Introduction
	Related Work
	Data Collection
	Ground truth importance for data visualizations
	Ground truth importance for graphic designs

	Models for predicting importance
	Evaluation of model predictions
	Evaluation criteria
	Prediction performance on data visualizations
	Prediction performance on graphic designs
	Prediction performance on fine-grained design variations

	Applications
	Retargeting
	Thumbnailing
	Interactive applications

	Limitations
	Conclusions
	Acknowledgements
	References 

