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Abstract—We study the problem of broadcasting packets in wireless networks. At each time slot, a network controller activates non-interfering links and forwards packets to all nodes at a common rate; the maximum rate is referred to as the broadcast capacity of the wireless network. Existing policies achieve the broadcast capacity by balancing traffic over a set of spanning trees, which are difficult to maintain in a large and time-varying wireless network. We propose a new dynamic algorithm that achieves the broadcast capacity when the underlying network topology is a directed acyclic graph (DAG). This algorithm utilizes local queue-length information, does not use any global topological structures such as spanning trees, and uses the idea of in-order packet delivery to all network nodes. Although the in-order packet delivery constraint leads to degraded throughput in cyclic graphs, we show that it is throughput optimal in DAGs and can be exploited to simplify the design and analysis of optimal algorithms. Our simulation results show that the proposed algorithm has superior delay performance as compared to tree-based approaches.

I. INTRODUCTION

Broadcast refers to the fundamental network functionality of delivering data from a source node to all other nodes. It uses packet replication and appropriate forwarding to eliminate unnecessary packet retransmissions. This is especially important in power-constrained wireless systems which suffer from interference and collisions. Broadcast applications include mission-critical military communications [1], live video streaming [2], and data dissemination in sensor networks [3].

The design of efficient wireless broadcast algorithms faces several challenges. Wireless channels suffer from interference, and a broadcast policy needs to activate non-interfering links at any time. Wireless network topologies undergo frequent changes, so that packet forwarding decisions must be made in an adaptive fashion. Existing dynamic multicast algorithms that balance traffic over spanning trees [4] may be used for broadcasting, since broadcast is a special case of multicast. These algorithms, however, are not suitable for wireless networks because enumerating all spanning trees is computationally complex and needs to be performed repeatedly when the network topology changes.

In this paper, we study the fundamental performance of broadcasting packets in wireless networks. We consider a time-slotted system. At every slot, a scheduler decides which wireless links to activate and which packets to forward on activated links, so that all nodes receive packets at a common rate. The broadcast capacity is the maximum common reception rate of distinct packets over all scheduling policies. We then design optimal wireless broadcast algorithms without the use of spanning trees. To the best of our knowledge, there exists no capacity-achieving scheduling policy for wireless broadcast without spanning trees.

We begin by considering a rich class of scheduling policies Π that perform arbitrary link activations and packet forwarding, and characterize the broadcast capacity over this policy class Π. We impose two additional constraints that improve the understanding of the problem. First, we consider the subclass of policies Π\textsuperscript{in-order} ⊂ Π that enforce the in-order delivery of packets. Second, we focus on the subset of policies Π\textsuperscript{*} ⊂ Π\textsuperscript{in-order} that allows the reception of a packet by a node only if all its incoming neighbors have received the packet.

It is intuitively clear that the policies in the more structured class Π\textsuperscript{*} are easier to describe and analyze, but may yield degraded throughput performance. We show the surprising result that when the underlying network topology is a directed acyclic graph (DAG), there is a control policy π\textsuperscript{*} ∈ Π\textsuperscript{*} that achieves the broadcast capacity. In contrast, there exists a cyclic network in which no control policy in Π\textsuperscript{*} or Π\textsuperscript{in-order} can achieve the broadcast capacity.

To enable the design of the optimal broadcast policy, we establish a queue-like dynamics for the system state, which is represented by relative packet deficit. This is non-trivial for the broadcast problem because explicit queueing structure is difficult to maintain in the network due to packet replication. As a result, achieving the broadcast capacity reduces to finding a scheduling policy that stabilizes the system states using the drift analysis [5], [6].

In this paper, our contributions include:

- We define the broadcast capacity of a wireless network and show that it is characterized by an edge-capacitated graph \(\hat{\mathcal{G}}\) that arises from optimizing the time-averages of link activations. For integral-capacitated DAGs, the broadcast capacity is determined by the minimum in-degree of the graph \(\hat{\mathcal{G}}\), which is equal to the maximal number of edge-disjoint spanning trees.
- We design a dynamic algorithm that utilizes local queue-length information to achieve the broadcast capacity of a wireless DAG network. This algorithm does not rely on spanning trees, has small computational complexity, and is suitable for mobile networks with time-varying topology.
- We demonstrate the superior delay performance of our algorithm, as compared to centralized tree-based algorithm
In the literature, a simple method for wireless broadcast is to use packet flooding. The flooding approach, however, leads to redundant transmissions and collisions, known as broadcast storm. In the wired domain, it has been shown that forwarding useful packets at random is optimal for broadcast: this approach does not extend to the wireless setting due to interference and the need for scheduling. Broadcast on wired networks can also be done using network coding. However, efficient link activation under network coding remains an open problem.

The rest of the paper is organized as follows. Section II introduces the wireless network model. In Section III we define the broadcast capacity of a wireless network and provide a useful upper bound from a fundamental cut-set bound. In Section IV we propose a dynamic broadcast policy that achieves the broadcast capacity in a DAG. Simulation results are presented in Section V.

II. The Wireless Network Model

We consider a wireless network that is represented by a directed graph \( G = (V, E, c, S) \), where \( V \) is the set of nodes, \( E \) is the set of directed links, \( c = (c_{ij}) \) denotes the capacity of links \((i,j) \in E\), \( S \) is the set of all feasible link-activation vectors, and \( s = (s_e, e \in E) \in S \) is a binary vector indicating that the links \( e \) with \( s_e = 1 \) can be activated simultaneously. The structure of the activation set \( S \) depends on the interference model. Under the primary interference constraint, the set \( S \) consists of all binary vectors corresponding to matchings of the underlying graph \( G \).

In the case of a wired network, \( S \) is the set of all binary vectors since there is no interference. In this paper, we allow an arbitrary link-activation set \( S \), which captures different wireless interference models. Let \( r \in V \) be the source node at which the broadcast traffic is generated. We consider a time-slotted system. In slot \( t \), the number of packets generated at the node \( r \) is denoted by \( A(t) \), where \( A(t) \) is i.i.d. over slots with mean \( \lambda \). These packets need to be delivered to all nodes in the wireless network.

III. Wireless Broadcast Capacity

Intuitively, the network supports a broadcast rate \( \lambda \) if there exists a scheduling policy under which all network nodes can receive distinct packets at rate \( \lambda \). The broadcast capacity is the maximally supportable broadcast rate in the network. Formally, we consider a class \( \Pi \) of scheduling policies where each policy \( \pi \in \Pi \) is a sequence of actions \( \{\pi_t\}_{t \geq 1} \) taken in every slot \( t \). Each action \( \pi_t \) consists of two operations: (i) the scheduler activates a subset of links by choosing a feasible activation vector \( s \in S \); (ii) each node \( i \) forwards a subset of packets (possibly empty) to node \( j \) over an activated link \((i,j)\), subject to the link capacity constraint. The class \( \Pi \) includes policies that use all past and future network information, and may forward any subset of packets over a link.

To introduce the notion of broadcast capacity, we define the random variable \( R^\pi_i(t) \) to be the number of distinct packets received by node \( i \in V \) from the beginning of time up to time \( t \), under a policy \( \pi \in \Pi \). The time average \( \lim_{T \to \infty} R^\pi_i(T)/T \) is the rate of distinct packets received at node \( i \).

Definition 1. A policy \( \pi \) is called a “broadcast policy of rate \( \lambda \)” if all nodes receive distinct packets at rate \( \lambda \), i.e.,

\[
\lim_{T \to \infty} \frac{1}{T} R^\pi_i(T) = \lambda, \quad \text{for all } i \in V, \ \text{w. p. 1},
\]

where \( \lambda \) is the packet arrival rate at the source node \( r \).

Definition 2. The broadcast capacity \( \lambda^* \) of a wireless network is the supremum of all arrival rates \( \lambda \) for which there exists a broadcast policy \( \pi \) of rate \( \lambda \), \( \pi \in \Pi \).

A. An upper bound on broadcast capacity \( \lambda^* \)

We characterize the broadcast capacity \( \lambda^* \) of a wireless network by providing a useful upper bound. This upper bound is understood as a necessary cut-set bound of an associated edge-capacitated graph that reflects the time-average behavior of the wireless network. We provide an intuitive explanation of the bound that will be formalized in Theorem II as follows.

Fix a policy \( \pi \in \Pi \). Let \( \beta^\pi_e \) be the fraction of time link \( e \in E \) is activated under \( \pi \); that is, we define the vector

\[
\beta^\pi = (\beta^\pi_e, e \in E) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} s^\pi(t),
\]

where \( \beta^\pi_e = \frac{1}{T} \sum_{t=1}^{T} s^\pi(t) \).

We can use the following more rigorous condition in \( \Pi \):

\[
\min_{i \in V} \lim_{T \to \infty} \frac{1}{T} R^\pi_i(T) = \lambda, \quad \text{w. p. 1},
\]

under which all results in this paper still hold.
Theorem 1. The broadcast capacity $\lambda^*$ of a wireless network under general interference constraints satisfies

$$\lambda^* \leq \min_{\beta \in \text{conv}(S)} \sum_{e \in E_U} c_e \beta_e,$$

where $s^r(t)$ is the link-activation vector under policy $\pi$ in slot $t$ (assuming all limits exist). The average flow rate over a link $e$ under policy $\pi$ is upper bounded by the product of the link capacity and the fraction of time the link $e$ is activated, i.e., $c_e \beta_e^\pi$. It is convenient to define an edge-capacitated graph $\hat{G} = (V, E, (\hat{c}_e))$ associated with policy $\pi$, where each directed link $e \in E$ has capacity $\hat{c}_e = c_e \beta_e^\pi$; see Fig. 2 for an example of such an edge-capacitated graph. Next, we provide a bound on the broadcast capacity by maximizing the broadcast rate at each node on the graph $\hat{G}$ over all feasible vectors $\beta^\pi$.

We define a proper cut $U$ of the network graph $G$ (or $\hat{G}$) as a proper subset of the node set $V$ that contains the source node $r$. Define the link subset

$$E_U = \{(i, j) \in E \mid i \in U, j \notin U\}. \quad (4)$$

Since $U \subset V$, there exists a node $n \in V \setminus U$. Consider the throughput of node $n$ under policy $\pi$. The max-flow min-cut theorem shows that the throughput of node $n$ cannot exceed the total link capacity $\sum_{e \in E_U} c_e \beta_e^\pi$ across the cut $U$. Since the achievable broadcast rate $\lambda^\pi$ of policy $\pi$ is a lower bound on the throughput of all nodes, we have $\lambda^\pi \leq \sum_{e \in E_U} c_e \beta_e^\pi$. This inequality holds for all proper cuts $U$ and we have

$$\lambda^\pi \leq \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e \beta_e^\pi. \quad (5)$$

Equation (5) holds for any policy $\pi \in \Pi$. Thus, the broadcast capacity $\lambda^*$ of the wireless network satisfies

$$\lambda^* = \sup_{\pi \in \Pi} \lambda^\pi \leq \sup_{\pi \in \Pi} \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e \beta_e^\pi \leq \max_{\beta \in \text{conv}(S)} \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e \beta_e,$$

where the last inequality holds because the vector $\beta^\pi$ associated with any policy $\pi \in \Pi$ lies in the convex hull $\text{conv}(S)$ of the activation set $S$. The next theorem formulates the above characterization of the broadcast capacity $\lambda^*$ of a wireless network.

**Theorem 1.** The broadcast capacity $\lambda^*$ of a wireless network under general interference constraints satisfies

$$\lambda^* \leq \max_{\beta \in \text{conv}(S)} \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e \beta_e. \quad (6)$$

**Proof of Theorem 1** See Appendix A

B. In-order packet delivery

Studying the performance of a general broadcast policy is difficult because packets are replicated across the network and may be received out of order. To avoid retransmissions of a packet, the nodes must keep track of the identity of the received packets, which complicates the system state—in instead of the number of packets received, the system state is described by the subset of packets received at all nodes.

To simplify the system state, we focus on the subset of policies that enforce the in-order packet delivery constraint:

$$U_v = V \setminus \{v\}. \quad (7)$$

![Fig. 2: The edge-capacitated graph $\hat{G}$ for the wireless network with unit link capacities in Fig. 1 and under the time-average vector $\beta^\pi = (1/2, 1/4, 1/4)$. The link weights are the capacities $c_e \beta_e^\pi$. The minimum proper cut in this graph has value $1/2$ (when $U = \{r, a, c\}$ or $\{r, b, c\}$). An upper bound on the broadcast capacity is obtained by maximizing this value over all vectors $\beta^\pi \in \text{conv}(S)$.](image)

**Lemma 1.** Let $\lambda^*_\text{in-order}$ be the broadcast capacity of the policy subclass $\Pi_{\text{in-order}} \subset \Pi$ that enforces in-order packet delivery. There exists a network topology with directed cycles such that $\lambda^*_\text{in-order} < \lambda^*$. 

**Proof of Lemma 1** See Appendix B

C. Achieving broadcast capacity of a DAG

In the rest of the paper, we study optimal broadcast algorithms when the network topology is a DAG. For this, we simplify the upper bound (6) on the broadcast capacity $\lambda^*$ in Theorem 1 in the case of a DAG. For each receiver node $v \neq r$, we consider the proper cut $U_v$ that separates the network from node $v$:

$$U_v = V \setminus \{v\}. \quad (7)$$
Using these cuts \( \{U_e, v \neq r\} \), we define another upper bound \( \lambda_{\text{DAG}} \) on the broadcast capacity \( \lambda^* \) as:

\[
\lambda_{\text{DAG}} \triangleq \max_{\beta \in \text{conv}(S)} \min_{U_e, v \neq r} \sum_{e \in E_U} c_e \beta_e \geq \max_{\beta \in \text{conv}(S)} U: \text{a proper cut} \min_{e \in E_U} c_e \beta_e \geq \lambda^*,
\]

where the first inequality uses the subset relation \( \{U_e, v \neq r\} \subseteq \{U: \text{a proper cut}\} \) and the second inequality follows from Theorem 1. In Section IV, we will propose a dynamic policy that belongs to the policy class \( \Pi_{\text{in-order}} \) and achieves any arrival rate that is less than \( \lambda_{\text{DAG}} \). Combining this result with (8), we establish that the broadcast capacity of a DAG is

\[
\lambda^* = \lambda_{\text{DAG}} = \max_{\beta \in \text{conv}(S)} \min_{U_e, v \neq r} \sum_{e \in E_U} c_e \beta_e,
\]

which is achieved by a broadcast policy that uses in-order packet delivery. In other words, imposing the in-order packet delivery constraint does not reduce the broadcast capacity when the network topoloy is a DAG.

IV. DAG Broadcast Algorithm

We design an optimal broadcast policy for a wireless DAG. We start with imposing an additional constraint that leads to a new subclass of policies in which it is possible to describe the network dynamics by means of relative packet deficits, i.e., \( R_i(t) - R_j(t) \), between nodes \( i \) and \( j \). We analyze the dynamics of the minimum relative packet deficit at each node \( j \), where the minimization is over all incoming neighbors of \( j \). The minimum relative deficits play the role of virtual queues in the system, and we design a control policy that stabilizes them. The main result of this section is to show that this control policy achieves the broadcast capacity whenever the network topology is a DAG.

A. System state by means of packet deficits

We show in Section III-B that, in the policy class \( \Pi_{\text{in-order}} \), the system state is represented by the vector \( \mathbf{R}(t) \). To simplify the system dynamics further, we impose another constraint on \( \Pi_{\text{in-order}} \) as follows. We say that node \( i \) is an in-neighbor of node \( j \) if there exists a directed link \( (i, j) \in E \) in the underlying graph \( G \).

Constraint 2. A packet \( p \) is eligible for transmission to node \( j \) in a slot only if all the in-neighbors of \( j \) have received packet \( p \) in previous slots.

We denote this new policy class by \( \Pi^* \subseteq \Pi_{\text{in-order}} \). The following properties of the system states \( \mathbf{R}(t) \) under a policy in \( \Pi^* \) are useful.

2If the network contains a directed cycle, then a deadlock may occur under a policy in \( \Pi^* \) and yields zero broadcast throughput. This problem does not arise when the network is a DAG.

3We note that the minimizer \( i^*_t \) is a function of the node \( j \) and the time slot \( t \); we slightly abuse the notation by neglecting \( j \) to avoid clutter.

Fig. 3: Under a policy \( \pi \in \Pi^* \), the set of packets available for transmission to node \( j \) in slot \( t \) is \( \{11, 12, 13, 14\} \), which are available at all in-neighbors of node \( j \). The in-neighbor of \( j \) inducing the smallest packet deficit is \( i^*_t = c \), and \( X_j(t) = \min \{Q_{aj}(t), Q_{bj}(t), Q_{cj}(t)\} = 4 \).

Lemma 2. Let \( \text{In}(j) \) denote the set of in-neighbors of a node \( j \) in the network. Under any policy \( \pi \in \Pi^* \), we have:

1. \( R_j(t) \leq \min_{i \in \text{In}(j)} R_i(t) \) for all nodes \( j \neq r \).
2. The collection of packets that are eligible to be received by a node \( j \neq r \) from its in-neighbors in slot \( t \);

\[
\{p \mid R_j(t) + 1 \leq p \leq \min_{i \in \text{In}(j)} R_i(t) \}.
\]

We define the packet deficit over a directed link \( (i, j) \in E \) by \( Q_{ij}(t) = R_i(t) - R_j(t) \). Under a policy in \( \Pi^* \), \( Q_{ij}(t) \) is always nonnegative because, by part (1) of Lemma 2, we get

\[
Q_{ij}(t) = R_i(t) - R_j(t) \geq \min_{k \in \text{In}(j)} R_k(t) - R_j(t) \geq 0.
\]

The quantity \( Q_{ij}(t) \) is the number of packets that have been received by a node \( i \) but not by node \( j \). Intuitively, if all packet deficits \( Q_{ij}(t) \) are bounded, then the total number of packets received by any node is not far from that generated at the source node \( r \); as a result, the broadcast throughput is equal to the packet arrival rate.

To analyze the system dynamics under a policy in \( \Pi^* \), it is useful to define the minimum packet deficit at node \( j \) by

\[
X_j(t) = \min_{i \in \text{In}(j)} Q_{ij}(t), \quad \forall j \neq r.
\]

From part (2) of Lemma 2, \( X_j(t) \) is the maximum number of packets that node \( j \) is allowed to receive from its in-neighbors in slot \( t \). As an example, Fig. 3 shows that the packet deficits at node \( j \), as compared to the upstream nodes \( a, b, \) and \( c \), are \( Q_{aj}(t) = 8, Q_{bj}(t) = 5, \) and \( Q_{cj}(t) = 4 \), respectively. Thus \( X_j(t) = 4 \) and node \( j \) is only allowed to receive four packets in slot \( t \) due to Constraint 2. We can rewrite \( X_j(t) \) as

\[
X_j(t) = Q_{i^*_j}(t), \quad \text{where } i^*_j = \arg \min_{i \in \text{In}(j)} Q_{ij}(t),
\]

and the node \( i^*_j \) is the in-neighbor of node \( j \) from which node \( j \) has the smallest packet deficit in slot \( t \); ties are broken arbitrarily in deciding \( i^*_j \). Our optimal broadcast policy will use the minimum packet deficits \( X_j(t) \).
B. The dynamics of the system variable $X_j(t)$

We analyze the dynamics of the system variables

$$ X_j(t) = Q_{ij,j}(t) = R_i(t) - R_j(t) $$

(12)

under a policy $\pi \in \Pi^*$. Define the service rate vector $\mu(t) = (\mu_{ij}(t))_{i,j \in V}$ by

$$ \mu_{ij}(t) = \begin{cases} c_{ij} & \text{if } (i,j) \in E \text{ and the link } (i,j) \text{ is activated,} \\ 0 & \text{otherwise.} \end{cases} $$

Equivalently, we may write $\mu_{ij}(t) = c_{ij}s_{ij}(t)$, and the number of packets forwarded over a link is constrained by the choice of the link-activation vector $s(t)$. At node $j$, the increase in the value of $R_i(t)$ depends on the identity of the received packets; in particular, node $j$ must receive distinct packets. Next, we clarify which packets are to be received by node $j$.

The number of available packets for reception at node $j$ is $\min\{X_j(t), \sum_{k \in V} \mu_{kj}(t)\}$, because: (i) $X_j(t)$ is the maximum number of packets node $j$ can receive from its in-neighbors due to Constraint 2; (ii) $\sum_{k \in V} \mu_{kj}(t)$ is the total incoming transmission rate at node $j$ under a given link-activation decision. To correctly derive the dynamics of $R_i(t)$, we consider the following efficiency requirement on policies in $\Pi^*$:

**Constraint 3 (Efficient forwarding).** Given a service rate vector $\mu(t)$, node $j$ pulls from the activated incoming links the following subset of packets

$$ \left\{ p \mid R_j(t) + 1 \leq p \leq R_j(t) + \min\{X_j(t), \sum_{k \in V} \mu_{kj}(t)\} \right\}, $$

(13)

where which packets are pulled over each incoming link are arbitrary but must satisfy Constraint 3.

Constraint 3 states that scheduling policies must avoid forwarding the same packet to a node over two different incoming links in a slot. Under certain interference models such as the primary interference model, at most one incoming link is activated at a node in a slot, and Constraint 3 is redundant.

In (12), the packet deficit $Q_{ij,j}(t)$ increases with $R_i(t)$ and decreases as $R_j(t)$ increases, where $R_i(t)$ and $R_j(t)$ are both non-decreasing. It follows that we can upper bound the increase of $Q_{ij,j}(t)$ by the total capacity $\sum_{m \in V} \mu_{mi}(t)$ of activated incoming links at node $i^*$. Also, we can express the decrease of $Q_{ij,j}(t)$ by the exact number of distinct packets received by node $j$ from its in-neighbors, and it is given by $\min\{X_j(t), \sum_{k \in V} \mu_{kj}(t)\}$ by Constraint 3. Consequently, the one-slot evolution of the variable $Q_{ij,j}(t)$ is given by

$$ Q_{ij,j}(t+1) \leq (Q_{ij,j}(t) - \sum_{k \in V} \mu_{kj}(t))^+ + \sum_{m \in V} \mu_{mi}(t), $$

(14)

where $(x)^+ = \max(x, 0)$ and we recall that $X_j(t) = Q_{ij,j}(t)$. It follows that $X_j(t)$ evolves over slot $t$ according to

$$ X_j(t+1) = \min_{i \in \text{in}(j)} Q_{ij,j}(t+1) \leq \sum_{k \in V} \mu_{kj}(t) + \sum_{m \in V} \mu_{mi}(t), $$

(15)

where (a) follows the definition of $X_j(t)$, (b) follows because node $i^* \in \text{in}(j)$, and (c) follows from (14). In (15), we abuse the notation to define $\sum_{m \in V} \mu_{mi}(t) = A(t)$ for the source node $r$, where $A(t)$ is the number of exogenous packet arrivals in slot $t$.

C. The optimal broadcast policy

Our broadcast policy is designed to keep the minimum deficits $X_j(t)$ bounded. For this, we regard the variables $X_j(t)$ as virtual queues that follow the dynamics (15). By performing drift analysis on the virtual queues $X_j(t)$, we propose the following max-weight-type broadcast policy that belongs to the policy subclass $\Pi^*$ which enforces Constraints 2 and 3.

We will show that this policy achieves the broadcast capacity $\lambda^*$ of a wireless network over the general policy class $\Pi$ when the underlying network graph is a DAG.

**Optimal Broadcast Policy $\pi^*$ over a Wireless DAG:**

In slot $t$, the algorithm has the input $\{R_j(t), j \in V\}$ and performs the following four steps.

**Step 1:** For each link $(i,j) \in E$, compute the deficit $Q_{ij,j}(t) = R_i(t) - R_j(t)$ and the set of nodes $K_j(t)$ for which node $j$ is the deficit minimizer:

$$ K_j(t) = \{k \in V \mid j = \arg \min_{m \in \text{in}(k)} Q_{km}(t)\}. $$

(16)

We note that the ties are broken arbitrarily in finding a deficit minimizer.

**Step 2:** Compute $X_j(t) = \min_{i \in \text{in}(j)} Q_{ij,j}(t)$ for $j \neq r$ and assign to link $(i,j)$ the weight

$$ W_{ij}(t) = (X_j(t) - \sum_{k \in K_j(t)} X_k(t))^+, $$

(17)

where $W_{ij}(t)$ is the minimum deficit of node $j$ minus that of all nodes for which node $j$ is the deficit minimizer. Intuitively, the term $W_{ij}(t)$ arises because while delivering a packet to node $j$ decreases $X_j(t)$ by one, it also increases $X_k(t)$ by one for all nodes for which node $j$ is an in-neighbor and the deficit minimizer.

**Step 3:** In slot $t$, choose the link-activation vector $s(t) = (s_e(t), e \in E)$ such that

$$ s(t) \in \arg\max_{(s_e,e\in E)} \sum_{e \in E} c_e s_e W_e(t). $$

(18)
Every node \( j \neq r \) uses activated incoming links to pull packets \( \{R_j(t) + 1, \ldots, R_j(t) + \min\{\sum_i c_{ij}s_i(t), X_j(t)\}\} \) from its in-neighbors according to Constraint (5).

**Step 4:** The vector \( \{R_j(t), j \in V\} \) is updated as follows:

\[
R_j(t + 1) = \begin{cases} R_j(t) + A(t), & j = r, \\ R_j(t) + \min\{\sum_i c_{ij}s_i(t), X_j(t)\}, & j \neq r, \end{cases}
\]

and \( R_j(0) = 0 \) for all \( j \in V \).

We illustrate the above algorithm in an example in Fig. 5.

**Theorem 2.** If the underlying network graph \( G \) is a DAG, then for any exogenous packet arrival rate \( \lambda < \lambda_{\text{DAG}} \), the broadcast policy \( \pi^* \) yields

\[
\lim_{T \to \infty} \frac{R_i^*(T)}{T} = \lambda, \quad \forall i \in V, \text{ with probability 1,}
\]

where \( \lambda_{\text{DAG}} \) is the upper bound on the broadcast capacity \( \lambda^* \) in the general policy class \( \Pi \), as shown in (8). Consequently, the broadcast policy \( \pi^* \) achieves the broadcast capacity \( \lambda^* \) when the network topology is a DAG.

**Proof of Theorem 2.** See Appendix C.

Fig. 4 shows the relationship between different policy classes discussed in this paper.

\[\text{Fig. 4: The relationship between different policy classes.}\]

**D. Number of disjoint spanning trees in a DAG**

Theorem 2 provides an interesting combinatorial result that relates the number of disjoint spanning trees in a DAG to the in-degrees of its nodes.

**Lemma 3.** Consider a directed acyclic graph \( G = (V, E) \) that is rooted at a node \( r \), has unit-capacity links, and possibly contains parallel edges. The maximum number \( k^* \) of disjoint spanning trees in \( G \) is given by

\[
k^* = \min_{v \in V \setminus \{r\}} d_{\pi^*}(v),
\]

where \( d_{\pi^*}(v) \) denotes the in-degree of the node \( v \).

**Proof of Lemma 3.** See Appendix D.

**V. SIMULATION RESULTS**

We simulate the optimal broadcast policy \( \pi^* \) in a wireless DAG network with the primary interference constraint in

\[\text{Fig. 5: Running the optimal broadcast policy } \pi^* \text{ in slot } t \text{ in a wireless network with unit-capacity links and under the primary interference constraint. Step 1: computing the deficits } Q_{ij}(t) \text{ and } K_{ij}(t) \text{; a tie is broken in choosing node } a \text{ as the in-neighbor deficit minimizer for node } c, \text{ hence } c \in K_a(t); \text{ node } b \text{ is also a deficit minimizer for node } c. \text{ Step 2: computing } X_{ij}(t) \text{ for } j \neq r \text{ and } W_{ij}(t). \text{ Step 3: finding the link activation vector that is a maximizer in (18), and forwarding the next in-order packets over activated links. Step 4: a new packet arrives at the source node } r, \text{ and new values of } \{R_r(t + 1), R_a(t + 1), R_b(t + 1), R_c(t + 1)\} \text{ are updated.}\]

\[\text{Fig. 6: The link capacities are presented as weights on the links. The broadcast capacity } \lambda^* \text{ of the network is upper bounded by the maximum throughput of node } c, \text{ which is 1 because}\]
at most one of its incoming links can be activated at any time. To show that the broadcast capacity is indeed $\lambda^* = 1$, we consider the three spanning trees $\{T_1, T_2, T_3\}$ rooted at the source node $r$. By finding the optimal time-sharing of all feasible link activations over a subset of spanning trees using linear programming, we can show that the maximum broadcast throughput using only the spanning tree $T_1$ is $3/4$. The maximum broadcast throughput over the two trees $\{T_1, T_2\}$ is $6/7$, and that over all three trees $\{T_1, T_2, T_3\}$ is $1$. Thus, the upper bound is achieved and the broadcast capacity is $\lambda^* = 1$.

We compare our broadcast policy $\pi^*$ with the tree-based policy $\pi_{\text{tree}}$ in [4]. While the policy $\pi_{\text{tree}}$ is originally proposed to transmit multicast traffic in a wired network by balancing traffic over multiple trees, we slightly modify the policy $\pi_{\text{tree}}$ for broadcasting packets over spanning trees in the wireless setting; link activations are chosen according to the max-weight procedure. See Fig. 7 for a comparison of the average delay performance under the policy $\pi^*$ and the tree-based policy $\pi_{\text{tree}}$ over different subset of trees. The simulation duration is $10^5$ slots. We observe that the policy $\pi^*$ achieves the broadcast capacity $\lambda^* = 1$ and is throughput optimal.

The broadcast policy $\pi^*$ does not rely on the limited tree structures and therefore has the potential to exploit all degrees of freedom in packet forwarding in the network; such freedom may lead to better delay performance as compared to the tree-based policy. To observe this effect, we consider the 10-node DAG network subject to the primary interference constraint in Fig. 6. For every pair of node $\{i, j\}$, $1 \leq i < j \leq 10$, the network has a directed link from $i$ to $j$ with capacity $(10-i)$. By induction, we can calculate the number of spanning trees rooted at the source node 1 to be $9! \approx 3.6 \times 10^5$. We choose five arbitrary spanning trees $\{T_i, 1 \leq i \leq 5\}$, over which the tree-based algorithm $\pi_{\text{tree}}$ is simulated. Table I demonstrates the superior delay performance of the broadcast policy $\pi^*$, as compared to that of the tree-based algorithm $\pi_{\text{tree}}$ over different subsets of the spanning trees. It also shows that a tree-based algorithm that does not use enough trees would result in degraded throughput.

VI. CONCLUSION

We characterize the broadcast capacity of a wireless network under general interference constraints. When the underlying network topology is a DAG, we propose a dynamic algorithm that achieves the wireless broadcast capacity. Our novel design, based on packet deficits and the in-order packet delivery constraint, is promising for application to other systems with packet replicas, such as multicasting and caching systems. Future work involves the study of cyclic networks, where optimal policies must be sought in the class $\Pi_1 \setminus \Pi_0$-order.
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TABLE I: Average delay performance of the tree-based policy $\pi_{\text{tree}}$ over different subsets of spanning trees and the optimal broadcast policy $\pi^*$. 

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$T_1$</th>
<th>$T_1 \sim T_2$</th>
<th>$T_1 \sim T_3$</th>
<th>$T_1 \sim T_4$</th>
<th>$T_1 \sim T_5$</th>
<th>broadcast policy $\pi^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>12.90</td>
<td>12.72</td>
<td>13.53</td>
<td>16.14</td>
<td>16.2</td>
<td>11.90</td>
</tr>
<tr>
<td>0.9</td>
<td>$3.31 \times 10^4$</td>
<td>$1.12 \times 10^4$</td>
<td>$4.92 \times 10^3$</td>
<td>$171.56$</td>
<td>$95.76$</td>
<td>14.67</td>
</tr>
<tr>
<td>2.3</td>
<td>$3.63 \times 10^4$</td>
<td>$1.89 \times 10^4$</td>
<td>$1.40 \times 10^4$</td>
<td>$1.76 \times 10^3$</td>
<td>$143.68$</td>
<td>17.35</td>
</tr>
<tr>
<td>2.7</td>
<td>$3.87 \times 10^4$</td>
<td>$2.45 \times 10^3$</td>
<td>$2.03 \times 10^4$</td>
<td>$1.1 \times 10^4$</td>
<td>$1551.3$</td>
<td>20.08</td>
</tr>
<tr>
<td>3.1</td>
<td>$4.03 \times 10^4$</td>
<td>$2.86 \times 10^4$</td>
<td>$2.51 \times 10^4$</td>
<td>$1.78 \times 10^4$</td>
<td>$9788.1$</td>
<td>50.39</td>
</tr>
</tbody>
</table>

Fig. 8: The 10-node wireless DAG network and a subset of spanning trees.

APPENDIX

A. Proof of Theorem 7

Fix an $\epsilon > 0$. Consider a policy $\pi \in \Pi$ that achieves a broadcast rate of at least $\lambda^* - \epsilon$ defined in [1], this policy $\pi$ exists by the definition of the broadcast capacity $\lambda^*$ in Definition 2. Consider any proper cut $U$ of the network $G$. By definition, there exists a node $i \notin U$. Let $s^\pi(t) = (s^\pi_i(t), e \in E)$ be the link-activation vector chosen by policy $\pi$ in slot $t$. The maximum number of packets that can be transmitted across the cut $U$ in slot $t$ is at most $\sum_{e \in E_U} c_e s^\pi_e(t)$, which is the total capacity of all activated links across $U$, and the link subset $E_U$ is given in [4]. The number of distinct packets received by a node $i$ by time $T$ is upper bounded by the total available capacity across the cut $U$ up to time $T$, subject to link-activation decisions of policy $\pi$. That is, we have

$$R^\pi_i(T) \leq \sum_{t=1}^T \sum_{e \in E_U} c_e s^\pi_e(t) = u \cdot \sum_{t=1}^T s^\pi(t),$$  \hspace{1cm} (19)

where we define the vector $u = (u_e, e \in E)$, $u_e = c_e 1_{[e \in E_U]}$, and $a \cdot b$ is the inner product of two vectors.\footnote{Note that \ref{eq:inner_product} remains valid if network coding operations are allowed.} Dividing both sides by $T$ yields

$$\frac{R^\pi_i(T)}{T} \leq u \cdot \left( \frac{1}{T} \sum_{t=1}^T s^\pi(t) \right).$$

It follows that

$$\lambda^* - \epsilon \leq \min_{j \in V} \lim_{T \to \infty} \frac{R^\pi_j(T)}{T} \leq \lim_{T \to \infty} \frac{R^\pi(T)}{T} \leq \lim_{T \to \infty} u \cdot \left( \frac{1}{T} \sum_{t=1}^T s^\pi(t) \right),$$  \hspace{1cm} (20)

\[\text{(a)}\] The wireless network 
\[\text{(b)}\] Tree $T_1$ 
\[\text{(c)}\] Tree $T_2$ 
\[\text{(d)}\] Tree $T_3$ 
\[\text{(e)}\] Tree $T_4$ 
\[\text{(f)}\] Tree $T_5$
where (a) follows that \( \pi \) is a broadcast policy of rate at least \( \lambda^* - \epsilon \). Consider the following useful lemma.

**Lemma 4.** For each proper cut \( U \), there exists a vector \( \beta_U^* \in \text{conv} (S) \) such that

\[
\liminf_{T \to \infty} u \cdot \left( \frac{1}{T} \sum_{t=1}^{T} s^\pi (t) \right) = u \cdot \beta_U^*.
\]

**Proof:** Consider the sequence \( \zeta^\pi_T = \frac{1}{T} \sum_{t=1}^{T} s^\pi (t) \) indexed by \( T \geq 1 \). Since \( s^\pi (t) \in S \) for all \( t \geq 1 \), we have \( \zeta^\pi_T \in \text{conv} (S) \) for all \( T \geq 1 \). By definition of \( \liminf \), there exists a subsequence \( \{ u \cdot \zeta^\pi_{T_k} \}_{k \geq 1} \) of the sequence \( \{ u \cdot \zeta^\pi_{T} \}_{T \geq 1} \) such that

\[
\lim_{k \to \infty} u \cdot \zeta^\pi_{T_k} = \liminf_{T \to \infty} u \cdot \zeta^\pi_T.
\]

Since the set \( \text{conv} (S) \) is closed and bounded, any sequence in \( \text{conv} (S) \) has a converging subsequence. Thus, there exists a subsequence \( \{ \zeta^\pi_{T_{k_i}} \}_{i \geq 1} \) and \( \beta_U^* \in \text{conv} (S) \) such that

\[ \zeta^\pi_{T_{k_i}} \to \beta_U^* \quad \text{as} \quad i \to \infty. \]

It follows that

\[
u \cdot \beta_U^* \overset{(a)}{=} \lim_{i \to \infty} u \cdot \zeta^\pi_{T_{k_i}} \overset{(b)}{=} \lim_{k \to \infty} u \cdot \zeta^\pi_{T_k} \overset{(c)}{=} \liminf_{T \to \infty} u \cdot \zeta^\pi_T
\]

\[
= \liminf_{T \to \infty} u \cdot \left( \frac{1}{T} \sum_{t=1}^{T} s^\pi (t) \right),
\]

where (a) uses the fact that if \( x_n \to x \) then \( c \cdot x_n \to c \cdot x \) for \( c, x_n, \) and \( x \in \mathbb{R}^l, l \geq 1 \); (b) follows that if the limit of a sequence \( \{ z_n \} \) exists then all subsequences \( \{ z_{n_k} \} \) converge and \( \lim_k z_{n_k} = \lim_n z_n \); (c) follows from Equation (21). \( \square \)

Combining Lemma 4 with (20), we have that for every proper cut \( U \), there exists \( \beta_U^* \in \text{conv} (S) \) such that

\[
\lambda^* - \epsilon \leq u \cdot \beta_U^*.
\]

Since (22) holds for all proper cuts \( U \), we have

\[
\lambda^* - \epsilon \leq \min_{U: \text{a proper cut}} u \cdot \beta_U^*.
\]

Lemma 4 shows that \( \beta_U^* \in \text{conv} (S) \) for any proper cut \( U \) and policy \( \pi \in \Pi \). Thus, from (23) we get

\[
\lambda^* - \epsilon \leq \sup_{\beta \in \text{conv} (S)} \left( \min_{U: \text{a proper cut}} u \cdot \beta \right).
\]

The minimum in (24) is the pointwise minimum of a finite number of linear functions, and is concave and continuous. Thus, there exists a vector \( \beta^* \in \text{conv} (S) \) that achieves the supremum in the compact set \( \text{conv} (S) \). Also, (24) holds for all \( \epsilon > 0 \). We conclude that

\[
\lambda^* \leq \max_{\beta \in \text{conv} (S)} \left( \min_{U: \text{a proper cut}} u \cdot \beta \right)
\]

\[
= \max_{\beta \in \text{conv} (S)} \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e \beta_e.
\]

Taking a time average of the above inequality yields

\[
\frac{1}{T} \sum_{t=1}^{T} (x_{(a,b)}(t) + x_{(b,c)}(t) + x_{(c,a)}(t)) \geq 1.
\]

Taking a lim sup at both sides, we obtain

\[
\sum_{e \in \{(a,b),(b,c),(c,a)\}} \limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} x_e(t)
\]
\[ \geq \lim_{T \to \infty} \sup_{e \in \{(a,b),(b,c),(c,a)\}} \frac{1}{T} \sum_{t=1}^{T} x_e(t) \geq 1. \]

The above inequality implies that
\[ \max_{e \in \{(a,b),(b,c),(c,a)\}} \lim_{T \to \infty} \sup_{T} \frac{1}{T} \sum_{t=1}^{T} x_e(t) \geq \frac{1}{3}. \]  
(26)

Since the nodes \( \{a, b, c\} \) are symmetrically located (i.e., the graph obtained by permuting the nodes \( \{a, b, c\} \) is isomorphic to the original graph), without any loss of generality we may assume that the link \( e = (a, b) \) attains the maximum in (26), i.e.,
\[ \lim_{T \to \infty} \sup_{T} \frac{1}{T} \sum_{t=1}^{T} x_{(a,b)}(t) \geq \frac{1}{3}. \]  
(27)

Noting that \( x_e(t) = 1 \) if link \( e \) is idle in slot \( t \) and that node \( b \) receives packets from nodes \( r \) and \( a \), we can upper bound \( R_b(T) \) by
\[ R_b(T) \leq \sum_{t=1}^{T} \left( 1 - x_{(r,b)}(t) \right) + 1 - x_{(a,b)}(t) \]
\[ \leq \sum_{t=1}^{T} (2 - x_{(a,b)}(t)). \]

It follows that
\[ \lim_{T \to \infty} \inf_{T} \frac{R_b(T)}{T} \leq 2 - 2 \lim_{T \to \infty} \sup_{T} \frac{1}{T} \sum_{t=1}^{T} x_{(a,b)}(t) \leq \frac{5}{3}, \]
where the last inequality uses (27). Thus, we have
\[ \min_{i \in V} \lim_{T \to \infty} \inf_{T} \frac{R_i(T)}{T} \leq \lim_{T \to \infty} \inf_{T} \frac{R_b(T)}{T} \leq \frac{5}{3}, \]
which holds for all policies \( \pi \in \Pi_{\text{in-order}} \). Taking the supremum over the policy class \( \Pi_{\text{in-order}} \) shows that the broadcast capacity \( \lambda^* \) subject to the in-order packet delivery constraint satisfies
\[ \lambda^*_{\text{in-order}} = \sup_{\pi \in \Pi_{\text{in-order}}} \min_{i \in V} \lim_{T \to \infty} \inf_{T} \frac{R_i(T)}{T} \leq \frac{5}{3} < 2 = \lambda^*. \]

i.e., the network broadcast capacity is strictly reduced by in-order packet delivery in the cyclic network in Fig. 9(a).

**C. Proof of Theorem 2**

We present the proof in three steps. First, using the dynamics of \( X_j(t) \) in (15), we derive an expression of the one-slot Lyapunov drift using quadratic Lyapunov functions. Second, we design a useful stationary randomized policy that yields near-optimal broadcast throughput; this policy is useful to show that state variables \( \{X_j(t)\} \) (treated as virtual queues) under the optimal broadcast policy \( \pi^* \) are strongly stable for all arrival rates \( \lambda < \lambda^* \). Third, based on the above analysis, we show that the policy \( \pi^* \) is throughput-optimal broadcast policy for any underlying network graph that is a DAG.

\[ Q(t + 1) \leq (Q(t) - \mu(t))^+ + A(t) \]  
(28)

where all the variables are non-negative and \((x)^+ = \max\{x, 0\}\), then
\[ Q^2(t + 1) - Q^2(t) \leq \mu^2(t) + A^2(t) + 2Q(t)(A(t) - \mu(t)). \]

**Proof:** Squaring both sides of (28) yields
\[ Q^2(t + 1) \]
\[ \leq \left( (Q(t) - \mu(t))^+ \right)^2 + A^2(t) + 2A(t)(Q(t) - \mu(t))^+ \]
\[ \leq (Q(t) - \mu(t))^2 + A^2(t) + 2A(t)Q(t), \]

where we use the fact that \( x^2 \geq (x^2)^+ \), \( Q(t) \geq 0 \), and \( \mu(t) \geq 0 \). Rearranging the above inequality finishes the proof.

Applying Lemma 5 to the dynamics (15) of \( X_j(t) \) yields, for each node \( j \neq r \),
\[ X_j^2(t + 1) - X_j^2(t) \]
\[ \leq B(t) + 2X_j(t) \left( \sum_{m \in V} \mu_{mi} - \sum_{k \in V} \mu_{kj} \right), \]  
(29)

where \( B(t) \leq \mu^2_{\text{max}} + \max \{a^2(t), \mu^2_{\text{max}}\} \leq (a^2(t) + 2\mu^2_{\text{max}}), \)
\( a(t) \) is the number of exogenous packet arrivals in a slot, and \( \mu_{\text{max}} \) is the maximum capacity of the links. We assume the arrival process \( a(t) \) has bounded second moments; thus, there exists a finite constant \( B > 0 \) such that \( \mathbb{E}[B(t)] \leq \mathbb{E}[a^2(t) + 2\mu^2_{\text{max}}] < B \).

We define the quadratic Lyapunov function \( L(X(t)) = \sum_{j \neq r} X_j^2(t) \). From (29), the one-slot Lyapunov drift \( \Delta(X(t)) \) satisfies
\[ \Delta(X(t)) = \mathbb{E}[L(X(t + 1) - L(X(t)) | X(t)] \]
\[ = \mathbb{E} \left[ \sum_{j \neq r} (X_j^2(t + 1) - X_j^2(t)) | X(t) \right] \]
\[ \leq B|V| + 2 \sum_{j \neq r} X_j(t) \mathbb{E} \left[ \sum_{m \in V} \mu_{mi} - \sum_{k \in V} \mu_{kj} | X(t) \right] \]
\[ = B|V| - 2 \sum_{(i,j) \in E} \mathbb{E}[\mu_{ij}(t) | X(t)](X_j(t) - \sum_{k \in K_i(t)} X_k(t)) \]
\[ = B|V| - 2 \sum_{(i,j) \in E} \mathbb{E}[\mu_{ij}(t) | X(t)]W_{ij}(t), \]  
(30)

where \( K_j(t) \) and \( W_{ij}(t) \) are defined in (16) and (17), respectively. To emphasize that the evaluation of the inequality (30) depends on a control policy \( \pi \in \Pi^* \), we rewrite (30) as
\[ \Delta^2(X(t)) = B|V| - 2 \sum_{(i,j) \in E} \mathbb{E}[\mu_{ij}^2(t) | X(t)] W_{ij}(t). \]  
(31)

Our optimal broadcast policy \( \pi^* \) is chosen to minimize the drift on the right-hand side of (31) among all policies in \( \Pi^* \).

We construct a useful randomized policy \( \pi^{\text{RAND}} \) \( \in \Pi^* \). Let \( \beta^* \in \text{conv}(S) \) be the vector that attains the outer bound on the broadcast capacity \( \lambda^* \) in Theorem 1, i.e.,
\[ \beta^* = \arg \max_{\beta \in \text{conv}(S)} \min_{U} \sum_{e \in U} c_e \beta_e, \]

Here, we use the more rigorous definition of a broadcast policy of rate \( \lambda \) in [2].
From the Caratheodory’s theorem \cite{15}, there exist at most \((|E|+1)\) link-activation vectors \(s_l \in S\) and the associated nonnegative scalars \(p_l\) with \(\sum_{l=1}^{|E|+1} p_l = 1\), such that
\[
\beta^* = \sum_{l=1}^{|E|+1} p_l s_l. \tag{32}
\]
From Theorem 1 we get
\[
\lambda^* \leq U: \text{a proper cut } \min_{e \in E(U)} \sum_{e \in E(U)} c_e \beta^*_e. \tag{33}
\]
Suppose that the exogenous packet arrival rate \(\lambda\) is strictly less than the broadcast capacity \(\lambda^*\). There exists an \(\epsilon > 0\) such that \(\lambda + \epsilon \leq \lambda^*\). From \((33)\), we have
\[
\lambda + \epsilon \leq \min_{U: \text{a proper cut}} \sum_{e \in E(U)} c_e \beta^*_e, \quad \forall v \neq r. \tag{34}
\]
For any network node \(v \neq r\), consider the proper cut \(U_v = V \setminus \{v\}\). We have, from \((34)\), that
\[
\lambda + \epsilon \leq \sum_{e \in E(U_v)} c_e \beta^*_e. \tag{35}
\]
Since the underlying network topology \(G = (V, E)\) is a DAG, we have a topological ordering of the network nodes so that: (i) all links in \(E\) are directed from left to right \cite{16}; (ii) we can label the network nodes serially as \(\{v_1, \ldots, v_{|V|}\}\), where \(v_1\) is the source node with no in-neighbors and \(v_{|V|}\) has no outgoing neighbors. From \((35)\), we define \(q_l \in [0, 1]\) for each node \(v_l\) such that
\[
q_l \sum_{e \in E(U_{v_l})} c_e \beta^*_e = \lambda + \epsilon \frac{l}{|V|}, \quad l = 2, \ldots, |V|. \tag{36}
\]
Consider the randomized broadcast policy \(\pi^{\text{RAND}} \in \Pi^*\) working as follows: (i) it selects the feasible link-activation vector \(s(t) = s_l\) with probability \(p_l\) in \((32)\), \(l = 1, 2, \ldots, |E|+1\), in every slot \(t\); (ii) for each incoming link \(e = (\cdot, v_l)\) of node \(v_l\) such that \(s_e(t) = 1\), the link \(e\) is activated independently with probability \(q_l\); (iii) activated links are used to forward packets, subject to the constraints that define the policy class \(\Pi^*\) (i.e., in-order packet delivery and that a network node is only allowed to receive packets that have been received by all of its in-neighbors). Note that this randomized policy does not use the state variables \(X(t)\). Since each network node \(j\) is relabeled as \(v_l\) for some \(l\), from \((36)\) we have, for each node \(j \neq r\), the total expected incoming transmission rate satisfies
\[
\sum_{i: (i, j) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ij}(t)] = \sum_{i: (i, j) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ij}(t)] = q_l \sum_{e \in E(U_{v_l})} c_e \beta^*_e = \lambda + \epsilon \frac{l}{|V|}. \tag{37}
\]
Equation \((37)\) shows that the randomized policy \(\pi^{\text{RAND}}\) provides each network node \(j \neq r\) with the packet arrival rate \(\lambda\) via proper random link activations. According to the abuse of notation in \cite{15}, at the source node \(r\) we have
\[
\sum_{i: (i, r) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ir}(t)] \bigg| X(t) = \mathbb{E}\left[ \sum_{i: (i, r) \in E} \mu^{\text{RAND}}_{ir}(t) \right] = \lambda. \tag{38}
\]
From \((37)\) and \((38)\), if node \(i\) lies before \(j\) in the aforementioned topological ordering, i.e., \(i = v_l, \quad v_j = j\) for some \(l \leq l_j\), then
\[
\sum_{k: (k, i) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ki}(t)] \bigg| X(t) - \sum_{k: (k, j) \in E} \mathbb{E}[\mu^{\text{RAND}}_{kj}(t)] \bigg| X(t) \leq - \epsilon \frac{\mathbb{E}[|X(t)|]}{|V|}. \tag{39}
\]
The drift inequality \((30)\) holds for any policy \(\pi \in \Pi^*\). Our broadcast policy \(\pi^*\) observes the system states \(X(t)\) and seek to minimize the drift in every slot. Comparing the actions taken by the policy \(\pi^*\) with those by the randomized policy \(\pi^{\text{RAND}}\) in slot \(t\) in \((30)\), we get
\[
\Delta^*(X(t)) \leq B|V| - 2 \sum_{(i, j) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ij}(t)] W_{ij}(t) \leq B|V| - 2 \sum_{(i, j) \in E} \mathbb{E}[\mu^{\text{RAND}}_{ij}(t)] \bigg| X(t) \]
Next, we show that the strong stability of the virtual queues $X_j(t)$ implies that the policy $\pi^*$ achieves the broadcast capacity $\lambda^*$, i.e., for all arrival rates $\lambda < \lambda^*$, we have
\[
\lim_{T \to \infty} \frac{R_j(T)}{T} = \lambda, \quad \forall j.
\]
Equation (15) shows that the virtual queues $X_j(t)$ have bounded departures (due to the finite link capacities). Thus, strong stability of $X_j(t)$ implies that all virtual queues $X_j(t)$ are rate stable \cite{6} Theorem 2.8], i.e., $\lim_{T \to \infty} X_j(T)/T = 0$ for all $j$. It follows that
\[
\lim_{T \to \infty} \frac{\sum_{j \neq r} X_j(T)}{T} = 0. \quad (42)
\]
Now consider any node $j \neq r$ in the network. Let us construct a simple path $\sigma(r = u_n \rightarrow u_{n-1} \ldots \rightarrow u_1 = j)$ from the source node $r$ to the node $j$ by running the following algorithm on the underlying graph $G(V, E)$.

**Algorithm 1** $r \to j$ Path Construction Algorithm

**Require:** Graph $G(V, E)$, node $j \in V$

1: $i \leftarrow 1$
2: $u_i \leftarrow j$
3: while $u_i \neq r$ do
4:   $u_{i+1} \leftarrow \arg \min_{k \in \text{In}(u_i)} Q_{ku_i}(t)$; ties are broken arbitrarily.
5:   $i \leftarrow i + 1$
6: end while

This algorithm chooses the parent of a node $u$ in the path $\sigma$ as the one that has the least relative packet deficit as compared to $u$. Since the underlying graph $G(V, E)$ is a connected DAG (i.e., there is a path from the source to every other node in the network), the above path construction algorithm always terminates with a path $\sigma(r \to j)$. The number of distinct packets received by node $j$ up to time $T$ can be written as a telescoping sum of relative packet deficits along the path $\sigma$, i.e.,
\[
R_j(T) = R_{u_1}(T)
= \sum_{i=1}^{n-1} \left( R_{u_i}(T) - R_{u_{i+1}}(T) \right) + R_{u_n}(T)
= -\sum_{i=1}^{n-1} X_{u_i}(T) + R_r(T)
= -\sum_{i=1}^{n-1} X_{u_i}(T) + \sum_{t=0}^{T-1} a(t), \quad (43)
\]
where the third equality follows the observation that (see (11))
\[
X_{u_i}(T) = Q_{u_{i+1}u_i}(T) = R_{u_{i+1}}(T) - R_{u_i}(T).
\]
Using $\sum_{i=1}^{n-1} X_{u_i}(t) \leq \sum_{j \neq r} X_j(t)$, \cite{12}, and that $X_j(t)$ are nonnegative, we have, for each node $j$,
\[
\frac{1}{T} \sum_{t=0}^{T-1} a(t) - \frac{1}{T} \sum_{j \neq r} X_j(T) \leq \frac{1}{T} R_j(T) \leq \frac{1}{T} \sum_{t=0}^{T-1} a(t).
\]
Taking a limiting time average and the strong law of large numbers for the arrival process, we have
\[
\lim_{T \to \infty} \frac{R_j(T)}{T} = \lambda, \quad \forall j.
\]
This concludes the proof.

**D. Proof of Lemma \cite{3}**

We regard the DAG $G$ as a wired network in which all links can be activated simultaneously. Theorem 2 and (9) show that the broadcast capacity of the wired network $G$ is
\[
\lambda^* = \lambda_{\text{DAG}} = \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e = \min_{U_r: v \neq r} \sum_{e \in E_{U_r}} c_e
= \min_{v \in V \setminus \{r\}} d_m(v), \quad (44)
\]
where $U_r = V \setminus \{v\}$ is the proper cut that separates node $v$ from the network, $E_{U_r}$ is the set of incoming links of node $v$, and the last equality follows that the maximizer in \cite{9} is the all-one vector $\beta = 1$ and that all links have unity capacity. The Edmond’s theorem \cite{17} states that the maximum number of disjoint spanning trees in the directed graph $G$ is
\[
k^* = \min_{U: \text{a proper cut}} \sum_{e \in E_U} c_e. \quad (45)
\]
Combining (44) and (45) completes the proof.