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We provide a derivation of the percolation threshold for a two-dimensional triangular lattice. We then proceed to model an ensemble of skewed square lattices with randomly punched out squares, which is topologically equivalent to triangular lattice percolation. We investigate the behavior of the magnitude of the Casimir force between the percolating plate and the solid plate. We find evidence which suggests that connectivity of the percolating plate has an effect on long wavelength current excitations on the surface of the conductors and consequently on the magnitude of the Casimir force.

I. INTRODUCTION

The phenomenon of percolation is widely studied in literature. Percolation is a phenomenon of joined networks by random placement of nodes or bonds. Percolation-type phenomena arise in a wide variety of circumstances such as formation of pores in a membrane, or random connection of nodes with resistors in an electric network. Percolation is characterized by existence of a threshold value of the controlling parameter (percolation probability), above which an infinite connected cluster of individual nodes forms in the system.

The most important order parameter of a percolation network is the characteristic size of connected clusters and the probability distribution of this size. The behavior of this order parameter close to the percolation transition from either side of it is relatively well studied.

This study is dedicated to coupling of the physical effect of Casimir force between the two two-dimensional conducting sheets to the percolation transition in one of the sheets. Casimir force is the interaction between current fluctuations on the surface of conductors, leading to a force of, depending on exact geometry, attraction or repulsion at small distances between the interacting objects.

The percolation phenomenon occurs in the sheet independently of the Casimir interaction and defines the geometry of the interacting objects. Casimir interaction are in general not additive and depend on the whole geometry rather than on the sum of its parts. The geometry of the interacting objects defines the modes of the electric current oscillations that are possible on the surface of the conductors. The percolation phenomenon on the metal plate creates connected clusters of different finite sizes. The linear size of a cluster restricts the maximal wavelength of a current excitation that can exist on it. For this reason we expect that the magnitude of the Casimir force would differ depending on whether the infinite-wavelength current excitations are possible, which depends on the percolation phenomenon.

The question that this paper is trying to ask is whether there is a notable discontinuity or a phase transition in magnitude of the Casimir force between the two parallel plates as one of the plates passes the percolation threshold. To answer this question, the rest of the paper will proceed as follows.

Chapter 2 discusses a specific simple kind of the percolation phenomenon - site percolation on a two-dimensional triangular lattice. The percolation threshold for that system is known exactly, as well as the near-critical behavior. Chapter 3 provides more theoretical background on Casimir effect. Chapter 4 provides a literature review for other systems in which some kind of a percolation transition affect the magnitude of the Casimir force. Chapter 5 describes the system that we would study numerically as well as the review of the computational method. Chapter 6 discusses results of the simulations and their statistical interpretations. Chapter 7 gives conclusions of our work and the directions of further study.

II. PERCOLATION ON 2D LATTICES

The particular system that exhibits the percolation transition is the plane triangular lattice. We would use reference [1] to analyse this system to find the exact percolation threshold by the series matching method.

A plane is laid out by triangles, and the focus of our attention is on the nodes. Each node is colored independently into black with probability $p$ or white with probability $q = 1 - p$. We denote the bonds between two black nodes as black nodes and the bonds between two white nodes as white bonds. Bonds between black and white nodes are denoted as uncolored. An example of realization of this system is given by Fig. 1.

We define a black cluster as a group of black nodes and bonds that are interconnected with each other and are completely surrounded by white nodes. For a given realization of percolation it is possible to count the number of black clusters. As percolation probability is increased, the number of black clusters grows. At some critical probability the number of black clusters experiences a singularity, which corresponds to the percolation transition. On the other side, we can consider the high-density limit, in which the white nodes form clusters within the uniform black matrix. The expression for the number of...
white clusters would be equivalent to the expression for the number of black clusters under the exchange $p \leftrightarrow q$.

To determine the percolation threshold, we need to calculate the average number of clusters. We do so by summing over all types of connected clusters in order of increasing complexity. The term corresponding to each type of cluster requires all the nodes of the cluster to be black and all the neighbors to be white. Thus clusters of the higher order of complexity correspond to the terms of higher orders in $p$ and $q$. As well, there are several ways to orient each type of cluster - so, one of the simplest types of clusters consisting of just two joined nodes can be oriented three ways on a triangular lattice. Additionally, all types of clusters can be independently placed in any place of the $N$ lattice sites (ignoring boundary effects). The factor of $N$ would enter every single term of the number of clusters series and thus cannot contribute to their singularity. We define $k_b(p)$ as the mean number of clusters per site:

$$k(p, q) = K(p, q)/N$$  \hspace{1cm} (1)

The series for $k(p, q)$ is given by the sum over clusters of increasing complexity [?]:

$$k_b(p) = pq^6 + 3pq^8 + p^3(2q^9 + 9q^{10}) + p^4(3q^{10} + 12q^{11} + 29q^{12}) + O(p^5)$$  \hspace{1cm} (2)

To do the comparison of the series expansions we replace this two-parameter cluster expansion with the one-parameter expansions by setting $q = 1 - p$. From the duality considerations $k_b(p) = k(p, 1 - p)$, $k_w(q) = k(1 - q, q)$, from symmetry $k_b(p) = k_w(1 - q)$. Now we comparatively examine the shapes of the expansions $k_b$ and $k_w$ by assigning them the same argument.

From the comparison of these two series we find that the difference between them is a finite-order polynomial:

$$k_b(p) = \phi(p) + k_w(p)$$  \hspace{1cm} (3)

The function $\phi(p)$ is a finite-order polynomial, thus it cannot have a singularity. Also we know that $k_b(p) = k_w(1 - p)$, thus they would experience singularity simultaneously. The only value of $p$ at which the equation 4 would hold with singularity on both sides is if $p_c = 0.5$. As well, the polynomial $\phi(p_c) = 0$, so the equation becomes an exact equality of two singular series.

### III. CASIMIR EFFECT

The Casimir effect was originally described as a generalization of the van der Waals force between induced dipoles where the separation would be so large compared to the extent of the dipoles that the finite speed of light would need to be accounted for. The analysis of this particular problem was simplified by considering conducting plates of infinite area instead of point dipoles, leading to the idea that the Casimir effect may be evidence of a quantum vacuum electromagnetic energy. That said, this simplification depended on the assumption that the conductor was perfect, which requires that the fine structure constant could be considered as arbitrarily large compared to the inverse refraction index and the inverse square of the plate separation; alternatively, the plasma frequency of the metal would have to be arbitrarily large so that the metal would be opaque to all frequencies [2]. Thus, the notion that the Casimir effect fundamentally arises from a quantum electromagnetic vacuum can be cast away.

Instead, it is more useful to consider the Casimir effect as in fact a generalization of the van der Waals force. Atoms and molecules in any macroscopic material body can form temporary dipole moments due to fluctuations...
arising from quantum uncertainty in position; this remains true even at zero temperature, ensuring that thermal considerations cannot be the sole cause of dipole fluctuations. When these fluctuating dipoles arise, they radiate electromagnetic fields outward, and these fields interact with and scatter from fluctuating dipoles in the same as well as other macroscopic bodies, as radiated fields can propagate over long spatial ranges. By accounting for the radiated electric field from an isolated fluctuating dipole, the dipole can be seen to effectively interact with itself from the scattering of its radiated field by other dipoles [3]. The radiated fields from a fluctuating dipole as well as the scattering from other dipoles can be calculated classically as long as the dipoles themselves are treated quantum mechanically, so the problem of determining Casimir interactions reduces to a classical electromagnetic scattering problem. As a brief example, it is useful to consider how the fluctuating current viewpoint of the Casimir effect can qualitatively (and quantitatively as well, through more technical arguments) reproduce the attraction of large neutral conducting plates suspended in a vacuum. The conducting plates are both filled with fluctuating dipoles which radiate in all directions. Radiation from each plate toward the other. Radiation from each plate in the directions toward the other plate can be absorbed and reradiated by dipoles on the other plate, and this would push the given plate away from the other plate; this comparison is most relevant for the longest wavelengths, because the dipoles and conductivity enforce effective boundary conditions that suppress the ability of dipoles on one plate to radiate at long wavelengths to dipoles on the other plate compared to directions away from the plates. Overall, then, long-wavelength radiation has more opportunities to leave the plates entirely than to go between the plates, so the plates are pushed together.

More generally and formally, two microscopic currents in a body are correlated in position and frequency at zero temperature due to quantum fluctuations by

\[ \langle J_i(\omega, x) J_j^*(\omega, x') \rangle = \frac{\hbar \omega}{2\pi} \sigma(\omega, x) \delta_{ij} \delta(x - x') \]  

(5)
given complex current densities \( J(x, \omega) \), where the index \( i \) denotes the Cartesian vector component. Here \( \frac{\hbar \omega}{2\pi} \) arises from the Planck distribution at zero temperature which is the ground state energy of a quantum harmonic oscillator, and \( \sigma(\omega, x) \) arises because currents produce electric fields that induce other currents through the conductivity \( \sigma \). This implies that currents at different positions are uncorrelated, and currents in different directions are uncorrelated as it is energetically favorable for electric fields to align with dipoles. For any configuration of material bodies, \( G_{ij}^{\text{E}}(\omega, x, x') \) and \( G_{ij}^{\text{H}}(\omega, x, x') \) are the relations of the fields \( E(\omega, x) \) and \( H(\omega, x) \), respectively, to point dipole sources at position \( x' \) oscillating at frequency \( \omega \).

This yields

\[ E_i(\omega, x) = \int G_{ij}^{\text{E}}(\omega, x, x') J_j(\omega, x') \, d^3x' \]  

(6)

\[ H_i(\omega, x) = \int G_{ij}^{\text{H}}(\omega, x, x') J_j(\omega, x') \, d^3x' \]  

(7)

for the fields from general current distributions, where sums over repeated indices are implicit and will remain so throughout this section. Using the current autocorrelation in conjunction with these Green’s function relations, along with the electromagnetic Green’s function identities [4]

\[ \int G_{ik}^{\text{E}}(\omega, x, x'') G_{jk}^{\ast \text{E}}(\omega, x', x'') \sigma(\omega, x'') \, d^3x'' = \frac{1}{\omega} \text{Im}(G_{ij}^{\text{E}}(\omega, x, x')) \]  

(8)

\[ \int G_{ik}^{\text{H}}(\omega, x, x'') G_{jk}^{\ast \text{H}}(\omega, x', x'') \sigma(\omega, x'') \, d^3x'' = \frac{1}{\omega} \text{Im}(G_{ij}^{\text{H}}(\omega, x, x')) \]  

(9)
yields

\[ \langle E_i(\omega, x) E_j^*(\omega, x') \rangle = \frac{\hbar}{2} \text{Im}(G_{ij}^{\text{E}}(\omega, x, x')) \]  

(10)

\[ \langle H_i(\omega, x) H_j^*(\omega, x') \rangle = \frac{\hbar}{2} \text{Im}(G_{ij}^{\text{H}}(\omega, x, x')) \]  

(11)
as the correlation of the respective electromagnetic fields between different spatial positions due to fluctuating currents at zero temperature. As the Casimir force per unit frequency

\[ F_i(\omega) = \int T_{ij}(\omega, x) \, dS_j \]  

(12)
arises from the Maxwell stress tensor

\[ T_{ij} = E_i E_j + H_i H_j - \frac{\delta_{ij}}{2} (E^2 + H^2) \]  

(13)
which describes the flux of momentum in direction \( i \) along direction \( j \), then

\[ F_i(\omega) = \frac{\hbar \omega}{\pi} \text{Im} \left( \int \left( G_{ij}^{\text{E}}(\omega, x, x') + G_{ij}^{\text{H}}(\omega, x, x') \right. \right. \]  

\[ \left. \left. - \frac{\delta_{ij}}{2} (G_{kk}^{\text{E}}(\omega, x, x') + G_{kk}^{\text{H}}(\omega, x, x')) \right) \, dS_j \right) \]  

(14)
is the Casimir force per unit frequency in terms of the scattering Green’s functions \( G \), which are the parts of \( G \) that do not arise from dipoles at the position \( x \) causing fields at the same position \( x \). This quantity can be integrated over the full range of frequencies to yield the total Casimir force

\[ F_i = \int_0^\infty F_i(\omega) \, d\omega \]  

(15)
which is the quantity of interest for the rest of this paper.

Embedded in the Green’s functions is information about the boundary conditions of the problem, which include the boundaries between different dielectric and conducting regions. Because the total Casimir force integrates over the entire range of frequencies, the behavior of the Casimir force is purely dependent on the parameters of the system geometry. Because percolation is a phenomenon of critical behavior purely through geometry, this makes examining the relationship between the Casimir force and percolation transitions a natural next step to take. In particular, it is useful to consider mixtures of metal and dielectric materials on a large sheet interacting with a pure metal sheet, where the mixed sheet is said to percolate if the largest connected component of metal grows as a constant fraction of the overall sheet size. Because long-wavelength electromagnetic modes are most relevant to the Casimir force especially at large plate separations, and because the field boundary conditions are far stronger for metal interfaces than dielectric interfaces, then at large plate separations, it would be reasonable to expect that the Casimir force would be related to whether or not the plate percolates. In particular, it may be reasonable to expect that when the mixed sheet percolates, as it looks more like a pure metal sheet from afar, then the Casimir force would behave more like that of the pure metal sheet; inverting this, when the mixed sheet does not percolate, then it looks more like a pure dielectric sheet from afar, so the Casimir force might behave more like that of a pure dielectric sheet. That said, the percolation probability will depend on the linear size of the giant connected component and the size of said component will be an areal size, whereas the radiation pressures in effect for the Casimir force depend much more on the relative areas of metal and dielectric components. Thus, it is not entirely clear just from this conceptual perspective that the Casimir force should transition in behavior at exactly the same point as a percolation transition, so a fuller theoretical analysis is required.

IV. EFFECTIVE MEDIUM THEORY AND PERCOLATION-CASIMIR RELATION

Near a percolation transition, where cluster sizes follow a characteristic power-law distribution, and indeed at all values of the site removal probability \( p \) for the finite lattices considered below, the highly inhomogeneous nature of the composite medium is unavoidable and must be properly accounted for in any theoretical treatment. Analytical investigation of its bulk dielectric or conductive properties, which is needed to predict the dependence of the Casimir force on \( p \), filling fraction, or any other parameter that induces a percolation transition at some critical value, generally necessitates an approach known as the effective medium approximation (EMA). This technique is best illustrated by example. We adapt the canonical model given by Stroud [6] and introduced by the originators of EMA, Bruggeman and Landauer: a 2D mixture of two types A and B of circular grains, having conductivities \( \sigma_A \) and \( \sigma_B \) and occupying area fractions \( p \) and \( 1 - p \) respectively, which we wish to approximate as a homogeneous medium with effective conductivity \( \sigma_e \) in which every grain is embedded. From electrostatics we obtain an expression for the internal electric field

\[
E = E_0 \frac{2\sigma_e}{\sigma_A / \sigma_B + \sigma_e}
\]

in grains of type A/B where \( E_0 \) is the average field, giving a self-consistency condition

\[
E_0 = pE_0 \frac{2\sigma_e}{\sigma_A + \sigma_e} + (1 - p)E_0 \frac{-2\sigma_e}{\sigma_B + \sigma_e}
\]

\[\Rightarrow 0 = p\frac{\sigma_A - \sigma_e}{\sigma_A + \sigma_e} + (1 - p)\frac{\sigma_B - \sigma_e}{\sigma_B + \sigma_e}.\]

The special case of \( \sigma_A \) finite and \( \sigma_B = 0 \) (a metal-insulator mixture) can easily be seen to give the singular behavior

\[
\sigma_e = \begin{cases} 
0 & p < p_c \\
2\sigma_A(p - p_c) & p > p_c
\end{cases}
\]

for the effective bulk conductivity near \( p_c = 1/2 \). It can be seen that this coincides with the site percolation threshold previously discussed in II for a triangular lattice, which is indeed the configuration that gives the greatest packing density for circular grains in 2D.

Unsurprisingly, the effective medium approach is adopted more or less universally in the literature by the few existing treatments of systems in which the Casimir force exhibits interesting or qualitatively different behavior near a percolation transition. We address three of them in turn before moving on to the percolation transition of interest in our investigation.

The first, considered by Sun et al. [8], is a generalization of the three-dimensional analogue of the toy model considered above, with parallel half-space in which metallic and dielectric grains with respective permittivities \( \epsilon_1 \) and \( \epsilon_2 \) are randomly distributed at filling fractions \( f \) and \( 1 - f \). Their model allows for metallic grains that are not strictly spherical but instead ellipsoids characterized by a “depolarization factor” \( L_z \) such that \( 0 < L_z < 1/3 \) indicates a prolate spheroid, \( L_z = 1/3 \) a perfect sphere, and \( 1/3 < L_z < 1 \) an oblate spheroid. From this, a generalized EMA gives an implicit equation for the effective permittivity \( \epsilon_e \) analogous to (though obviously more complicated than) (16) for \( \sigma_e \), from which an \( L_z \)-dependent percolation threshold

\[
f_c = \frac{9L_z(1 - L_z)}{-9L_z^2 + 15L_z + 2}.
\]
can be derived. In [8] it is reported that at constant metallic filling fraction $f$ the normalized Casimir force $\eta = F/F_C$ attains a minimum for the spherical case $L_z = 1/3$. Furthermore, as shown in Fig. 2, the inflection point of $\eta$ as a function of $f$ at a fixed $L_z$ (that is the maximum of $d\eta/df$) exactly coincides with the percolation threshold $f_c$ given by (17).

![Fig. 2. Derivative of the normalized Casimir force $\eta$ versus filling fraction $f$ for a range of values for depolarization factor $L_z$ in ??, each displaying a sharp maximum coinciding with the percolation value $f_c$.](image)

Our other two examples of a Casimir-percolation relation from the literature concern a transition less amenable to a direct effective-medium treatment than Sun et al.’s, but more similar to our own in dimensionality and physical realization: the metal-insulator transition in thin films and 2D plates. In [7], Esquivel-Sirvent addresses the behavior of the Casimir force between a half-space of pure gold and an Au thin film deposited on an Si substrate in the neighborhood of the latter’s metal-insulator transition as a function of varying thickness. This transition coincides with a percolation threshold because deviations from the average thickness result in interpenetrating conducting and insulating regions, roughly delineated by a thickness comparable to the electron mean free path. Using Lifshitz’s generalization of Casimir’s original derivation, relating the force between the surfaces to their optical properties via the fluctuation-dissipation relation, as well as experimental terahertz spectroscopy data due to Walther, Esquivel-Sirvent finds that the minimum of the normalized Casimir force $\eta$ coincides with this transition (see Fig. 3). Below the percolation threshold $d_c$, $\eta$ rises slowly with decreasing thickness in the insulating regime, but the increase is much sharper in the conducting regime $d > d_c$.

![Fig. 3. Normalized Casimir force $\eta$ as a function of Au thin film thickness $d$, showing a clear minimum coinciding with the metal-insulator percolation transition at $d_c$.](image)

Similarly, Galkina et al. in [9] apply the same Lifshitz theory to so-called “poor metals” comprising inhomogeneous composites of metals and dielectrics in 2D plates, which lend themselves well to an effective-medium analysis. In their model the metal-insulator transition is driven by variation of temperature rather than thickness, though it too can be characterized in the vicinity of its critical value $T_c$ as a percolation transition. In the neighborhood of $T_c$ they find (similarly to $d_c$ in [7]) that $\eta$ rises sharply by a factor of 2 or more on the conducting side, though they observe no increase with $|T - T_c|$ on the insulating one.

A review of the existing literature on the relation between Casimir-force behavior and three different realizations of a metal-dielectric percolation transition thus gives no clear picture of the expected behavior for our model. The percolation threshold $f_c$ in filling fraction of ellipsoidal metallic inclusions in 3D slabs marks an inflection point in normalized Casimir force $\eta$ as a function of $f$; the threshold value $d_c$ for Au thin film thickness coincides with a (highly asymmetrical) minimum of $\eta$ with a much steeper rise on the conducting side; and the critical temperature $T_c$ for a bulk metal-insulator transition in a “poor metal” distinguishes a constant $\eta$ on the insulating side from a sharp rise and plateau on the conducting one. None of these three extant examples should a priori be especially instructive for the system we consider, which if anything is closest in spirit to the two-component 2D toy model addressed at the beginning of this section (though the last of the three is probably closest). Indeed, the percolation transition we address is reached in a fashion topologically equivalent to site removal in a triangular lattice. As further detailed in the next section, we instead punch out individual cells with probability $p$ in a square lattice with every other row offset by a half side-length, as shown in Fig. 4. Due to the previously established result that percolation occurs for triangular-lattice site removal at $p_c = 1/2$, the topological equivalence leads us to expect a transition at the same value in our exact model.
V. NUMERICAL METHODS FOR CASIMIR FORCES AND DATA

Our analysis makes use of the Electromagnetic Scattering codes developed by Dr. Homer Reid, collectively entitled SCUFF-EM. These codes use the boundary-element method of classical electrodynamics to carry out numerical calculations of various physical quantities, including equilibrium Casimir forces. In particular, we make use of the SCUFF-CAS3D suite of codes, which carries out Casimir computations for compact, three-dimensional objects. Given a configuration of objects, the Casimir energy of the configuration and the force on any of the objects are given, respectively, by

\[ \mathcal{E} = \frac{\hbar}{2\pi} \int_0^{\infty} d\xi \log \left| \det M(\xi) \right| \cdot \det M(\xi) \]  

\[ \mathcal{F}_i = -\frac{\hbar}{2m} \int_0^{\infty} d\xi \Tr \left[ M^{-1}(\xi) \cdot \frac{\partial M(\xi)}{\partial r_i} \right] \]  

where \( M \) is the Boundary Element Method (BEM) matrix constructed for the system under consideration. Models of the geometries upon which these calculations are performed are constructed in Gmsh, a program which generates three-dimensional “meshes” of the objects in question [10]. Gmsh breaks the geometry into many small pieces (triangles) upon which individual BEM calculations can be carried out. Then by summing over the triangles on an object, numerical estimates of Casimir quantities are obtained. A mesh file of the model we will study is presented in figure (4)).

\[ E = \frac{\hbar}{2\pi} \int_0^{\infty} d\xi \log \left| \det M(\xi) \right| \]  

\[ F_i = -\frac{\hbar}{2m} \int_0^{\infty} d\xi \Tr \left[ M^{-1}(\xi) \cdot \frac{\partial M(\xi)}{\partial r_i} \right] \]

where \( M \) is the Boundary Element Method (BEM) matrix constructed for the system under consideration. Models of the geometries upon which these calculations are performed are constructed in Gmsh, a program which generates three-dimensional “meshes” of the objects in question [10]. Gmsh breaks the geometry into many small pieces (triangles) upon which individual BEM calculations can be carried out. Then by summing over the triangles on an object, numerical estimates of Casimir quantities are obtained. A mesh file of the model we will study is presented in figure (4)).

VI. RESULTS AND DISCUSSION

The results of the force calculation are plotted in figure 5 for five values of \( p \). For each \( p \) value, several hole-punched geometries were created and used in the calculation process, then averaged together. These averaged force values are plotted in figure 5, normalized at each point by the value of the force for \( p = 0.5 \). This data suggests that two types of long-distance behavior appear as a function of \( p \). For \( p > p_c = \frac{1}{2} \), more conducting pieces are removed from the material and it looks asymptotically like an insulator. For \( p < p_c \), the plate is primarily a conductor, and more long-distance current fluctuations are present on the conductor, which gives rise to stronger long-range forces.

Unfortunately, time and computational constraints have prevented us from exploring a wider range of \( p \) values and separations. Our claims regarding the asymptotic behavior of the forces would be better substantiated by examining larger distances and using a solid plate \( (p = 0) \) for our normalization factor. However, the long-
distance behavior seems to split at $p_c = \frac{1}{2}$ in the data collected, and this corresponds to the expected critical percolation probability. Taking steps to control for finite size effects by implementing a larger lattice should also help to determine whether the critical splitting occurs at $p = \frac{1}{2}$.

VII. CONCLUSIONS

A number of important aspects of Casimir physics and percolation were explored. The fluctuating surface current interpretation of the Casimir effect lead us to consider how percolation of currents on conductors could impact Casimir behavior. By implementing the SCUFF-CAS3D code, we found numerical evidence that suggests percolation effects could be important to Casimir behavior.

Unfortunately, there are a number of confounding effects which would need to be eliminated in order to confirm that percolation is responsible for the results we have obtained. We were only able to consider 110 geometries overall, which needs to be increased in order to confirm that the averaging process is stable. Further, the set of percolation patterns we can observe is limited by considering a 6x6 lattice. Increasing the size of this lattice could lead to more interesting results, though this has the drawback of dramatically increasing the size of the BEM matrix and driving up the cost of computation. It remains to be seen whether or not a feasible algorithm can be constructed which could offset the computational cost of a larger lattice.

Overall, we cannot claim that percolation is primarily responsible for the data we have collected. Finite size effects make it difficult to tell if percolation is as important as the filling fraction of the conductor in question. Hence, an ideal test of the importance of percolation versus filling fraction would come from implementing periodic boundary conditions on the skewed lattice. Appropriate construction of the unit cell under these boundary conditions could settle the point more definitively than our data has been able to.
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