VALIDATION OF A SECOND-ORDER SLIP MODEL FOR DILUTE GAS FLOWS
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We present an extensive comparison between direct Monte Carlo simulations and the predictions of the Navier-Stokes description coupled to a recently proposed second-order slip model for hard sphere gases. Two one-dimensional, time-dependent channel flows are considered. In both cases excellent agreement is found between molecular simulation and the proposed model well into the transition regime for both the velocity and stress fields. The excellent quantitative agreement extends, approximately, to a Knudsen number based on the channel width of 0.4. The transient nature of the flows suggests that the slip model, despite its (quasi) steady origins, remains reliable as long as the evolution timescale is long compared to the molecular collision time. Our discussion elucidates the effect of the Knudsen layer, a kinetic "boundary layer" in the vicinity of walls that needs to be superposed to the Navier-Stokes component of the flow in order to obtain the complete flow solution. The existence of this kinetic boundary layer, whose importance grows with increasing Knudsen number and which ultimately renders the Navier-Stokes component insufficient to describe the flow, implies that special care is needed in interpreting slip-flow flowfields.
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Second-order slip models can, in some cases, extend the range of applicability of the Navier-Stokes* description around and beyond Kn ≈ 0.1 where the accuracy of first-order slip models begins to deteriorate [1, 2]. Given the simplicity and negligible cost of Navier-Stokes solutions compared to molecular simulations, accurate second-order slip models are very desirable [3].

Although a number of researchers [3] have proposed second-order slip laws of the form

\[
\hat{u}\big|_{\text{wall}} - u_w = \alpha \lambda \frac{\partial \hat{u}}{\partial \eta}\big|_{\text{wall}} - \beta \lambda^2 \frac{\partial^2 \hat{u}}{\partial \eta^2}\big|_{\text{wall}}
\]  

(1)
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*The slip model discussed here is based on a kinetic linear theory that requires very small Reynolds numbers. The term "Navier-Stokes" is used here to generally denote the continuum hydrodynamic description with viscous closures appropriate to the Kn ≪ 1 limit.
as "obvious" extensions of the first-order slip law

\[ \hat{u}_{wall} - u_w = \alpha \lambda \frac{\partial \hat{u}}{\partial \eta} \bigg|_{wall} \]  

use of such models can only be justified by a rigorous asymptotic analysis of the Boltzmann equation. Such analysis by Cercignani [4], albeit for a BGK gas, shows that in steady, one-dimensional flows the appropriate second-order boundary condition is of the form of Equation (1). Within the asymptotic analysis, slip flow boundary conditions such as Equations (1) and (2) provide effective boundary conditions for \( \hat{u} \), the Navier-Stokes component of the true flowfield, whereas in the near-wall regions a kinetic boundary layer, known as Knudsen layer, needs to be superposed to the former to capture the true solution of the Boltzmann equation; i.e., \( u = \hat{u} + u_{KN} \) with \( u_{KN} \to 0 \) as \( (y - y_w)/\lambda \to \infty \) [5, 6]. However, the "effective" thickness of the Knudsen layer, based on the decay of \( u_{KN} \) to a few percent of its maximum value, is approximately \( 1.5\lambda \) [5]. Cercignani's study shows that the contribution of the Knudsen layers to the flow is such that the average flow velocity differs from the slip-corrected Navier-Stokes approximation to \( O(Kn^2) \). Thus, while for \( Kn \leq 0.1 \) using only \( \hat{u} \) to describe the flow is typically sufficient, for \( Kn \geq 0.1 \) and when using second-order slip boundary conditions in particular, Knudsen layers need to be quantitatively taken into account. The existence of the Knudsen layer also implies that a successful second-order slip model is one that does not agree with Boltzmann equation solutions within \( 1.5\lambda \) from the walls. This explains why attempts toward determining \( \beta \) by fitting direct simulation Monte Carlo (DSMC) solutions in the entirety of the simulation domain have not led to a predictive model with no adjustable parameters.
Based on these observations and Cercignani's analysis, the author, in a recent paper [7], has proposed a second-order slip model for the hard sphere gas, with no adjustable coefficients. The model synthesizes elements of the BGK asymptotic theory for steady flows (pioneered by Cercignani [4] and generalized by Sone [6]) to construct a second-order slip framework, but substitutes the BGK slip coefficients with values appropriate for the hard sphere gas. As will be seen, this improvement holds the key to making second-order slip-flow theory useful, since now agreement with realistic Boltzmann simulations and physical experiments can be sought and demonstrated. In fact, as is also discussed, the second-order slip model in its hard sphere form is able to explain recent experimental measurements. The ability to connect to simulation results and experiments is of great importance; it is our belief that the inability of the second-order slip model in its BGK form to provide such a connection is one of the primary reasons for the lack of interest in the original (BGK) version of the theory. The fact that original experiments misinterpreted the model, thus exaggerating the discrepancy between the experimental results and the theoretical (BGK) description, has certainly contributed to this [7].

In this article we hope to provide a simple exposition of the second-order slip-flow theory but also to validate the hard sphere version proposed by the author [7]. We feel that this validation is required since in proposing this hard sphere model the applicability of the BGK second-order steady slip-flow framework to both steady and unsteady hard sphere gas flows was conjectured. The model has already been found [7] to be in excellent agreement with direct Monte Carlo solutions of the Boltzmann equation for pressure driven flows up to Kn ≈ 0.4 (see Figure 1).

Figure 1. Bulk velocity in pressure driven flow, $u_b$, normalized by $(-\frac{1}{\rho} \frac{dP}{dx}, \sqrt{\frac{RT}{\rho}})$. The solid line denotes numerical solution of the linearized Boltzmann equation [28]; the stars denote DSMC results; the dashed line denotes a first-order slip model; and the dash-dotted line denotes the second-order slip model of this article.
Below, we obtain solutions to two one-dimensional time-dependent problems using this model. The results are compared to direct Monte Carlo solutions of the Boltzmann equation. Our results demonstrate that it is indeed possible to capture the flow and stress field for arbitrary one-dimensional flows up to Kn = 0.4 using a rigorous second-order slip model (with no adjustable parameters); validation in higher dimensions has yet to be performed. In higher dimensions the second-order slip term is significantly more complex. Additionally, when flow normal to the wall exists, velocity slip normal to the wall is also present; BGK examples can be found in Sone [6]. Terms involving wall curvature also appear (these were neglected in Cercignani [4]); these explain the difference in the second-order slip coefficient observed in pressure-driven flows in tubes compared to the same flow in two-dimensional channels.

Accurate description of the stress field without additional adjustable parameters is, in fact, a basic requirement since the assumption that the stress is given by the viscous constitutive law is implicit in the use of a slip-corrected Navier-Stokes description. Within the asymptotic theory, this is manifested by the fact that the stress field is not subject to a Knudsen layer correction [6].

This article demonstrates that while the slip model continues to provide accurate descriptions of the stress field as the Knudsen number increases, the fraction of the domain over which \( \tilde{u} \) describes the true flowfield (\( u \)) becomes smaller because Knudsen layers penetrate increasingly larger parts of the domain. However, by accounting for the difference \( u - \tilde{u} = u_{KN} \), the model is able to accurately predict the average over the domain (bulk) velocity. As shown below, this correction seems to provide a resolution of the long-standing discrepancy between experimental data and second-order slip model predictions; in particular, this model explains the recent experimental findings of Maurer et al. [8], who measured the second-order slip coefficient in two-dimensional pressure-driven channel flow. Finally, our results demonstrate that the slip model can be used in time-dependent problems as long as the characteristic evolution timescale is longer than the molecular collision time.

In this work we have used the hard sphere gas model; this model has been shown to provide a good approximation to real isothermal flows [9]. Once the methodology for developing second-order slip models is validated, second-order slip models for other interaction models [10] can be developed using the approach previously described [7].

**SECOND-ORDER SLIP MODEL FOR THE HARD SPHERE GAS**

In one-dimensional flows, the hard sphere second-order slip model reduces to Equation (1) with \( \alpha = 1.11 \) and \( \beta = 0.61 \). The model also includes a method for quantitatively accounting for the contribution of the Knudsen layer without solving the Boltzmann equation. The contribution of the Knudsen layer can be accounted for in an average sense; i.e., when calculating the bulk flow velocity. In a one-dimensional geometry ([0, L]), the average (bulk) flow velocity is given by

\[
\frac{u_b}{L} = \frac{1}{L} \int_0^L \frac{dy}{u_{KN}} \left[ \tilde{u} + \xi \lambda^2 \frac{\partial^2 \tilde{u}}{\partial y^2} \right] dy
\]

(3)

where the second term in the last equality gives the contribution of the Knudsen layer to the bulk flow. For a hard sphere gas \( \xi = 0.296 \) [7].
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A direct consequence of the above relation is that in Poiseuille-type flows where the velocity curvature is a constant (in the Navier-Stokes approximation), experimental measurement of the flow rate (bulk flow velocity) yields an "effective" second-order slip coefficient \( \beta - \xi \) [7]. In other words, while the average value of a Poiseuille flow profile subject to second-order slip of the form (1) is given by

\[
\hat{u}_b = \frac{1}{L} \int_0^L \hat{u} \, dy = -\frac{L^2}{2\mu} \frac{dP}{dx} \left( \frac{1}{6} + \alpha Kn + 2\beta Kn^2 \right)
\]

where \( dP/dx \) is the pressure gradient driving the flow, the true bulk flow speed (as inferred by an experiment measuring the flow rate) is given by Equation (3), which leads to

\[
u_b = \frac{1}{L} \int_0^L \left( \hat{u} + \xi \lambda^2 \frac{\partial^2 \hat{u}}{\partial y^2} \right) \, dy = -\frac{L^2}{2\mu} \frac{dP}{dx} \left( \frac{1}{6} + \alpha Kn + 2\delta Kn^2 \right)
\]

with \( \delta = \beta - \xi \). As shown in a previous work [7] and Figure 1 of this article, the above equation captures the flow rate in isothermal pressure-driven flow accurately up to \( Kn \approx 0.4 \). Most importantly, this fact explains the findings of recent experiments [8] on helium and nitrogen flow in small-scale channels; these experiments find the second-order slip coefficient to be approximately \( 0.25 \pm 0.1 \). Of course, since the slip coefficient was determined by measuring the flow rate, these experiments were in fact determining the effective second-order slip coefficient \( \delta \) (and not \( \beta \), as they thought), which is in good agreement with the value \( \delta = 0.31 \) predicted by the slip model.

Discussion of Limitations

It appears that a number of the assumptions on which this model is based do not significantly limit its applicability. For example, it would be reasonable to assume that the assumption of steady flow would be satisfied by flows that appear quasi-static at some timescale. Our results suggest that this timescale is the molecular collision time; in other words, the slip model is valid for flows that evolve at timescales that are long compared to the molecular collision time, which can be satisfied by the vast majority of practical flows of interest.

The model was also derived under the assumption of flat walls and no variations in directions other than normal to the wall. Of course, approaches based on assumptions of slow variation in the axial direction, such as the widely used locally fully-developed assumption or long wavelength approximation, are expected to yield excellent approximations when used for two-dimensional problems. This is verified by comparison of solutions of such problems to DSMC simulations [11] or experiments [8].

Extension of the model to higher dimensions within the BGK approximation has been considered by Cercignani [4]. Validation of this and other solutions (after they have been appropriately modified using the approach described by the author [7]) that take wall curvature, three-dimensional flowfield and non-isothermal conditions into account [6] should be undertaken. The exact conditions under which Equation (3) can be generalized also need to be clarified. While the contribution of the Knudsen layer can always be found by a Boltzmann equation analysis, the value of Equation (3) lies in the fact that it
relates this contribution to the Navier-Stokes solution and thus requires no solution of the Boltzmann equation. Finally, recall that the linearized conditions \((Ma \ll 1)\) under which the second-order model is derived imply \(Re \ll 1\) since \(Ma \approx Re \cdot Kn\) and \(Kn > 0.1\). Here \(Ma\) is the Mach number and \(Re\) is the Reynolds number, based on the same characteristic length scale as \(Kn\).

VALIDATION

In this section we use the direct simulation Monte Carlo (DSMC) method [10] to obtain solutions of the Boltzmann equation for two one-dimensional, time-dependent problems. These solutions will be used for validation of the slip model discussed above.

DSMC is a stochastic molecular simulation technique for solving the nonlinear Boltzmann equation. Consistency between DSMC solutions and solutions of the Boltzmann equation in the limit of infinitesimal discretization and large number of particles was recently shown by Wagner [12]. Quadratic convergence with cell size was shown by Alexander et al. [13], and quadratic convergence with the timestep was shown by the author [14] and Garcia and Wagner [15]. Standard DSMC procedures [10, 11] were used.

OSCILLATORY SHEAR DRIVEN FLOW

We consider a dilute gas between two infinitely long, smooth, fully accommodating walls located at \(y = 0\) and \(y = L\), respectively. One of the walls \((y = L)\) moves sinusoidally in time with frequency \(\omega\). This problem has been studied recently [16, 17] and can be used as a validation problem since analytical solutions of it in the Navier-Stokes (NS) limit can be readily obtained. In this limit, the equation governing the gas motion is

\[
\frac{\partial \hat{u}}{\partial t} = v \frac{\partial^2 \hat{u}}{\partial y^2}
\]  

(4)

where \(v\) is the gas kinematic viscosity, while the second-order slip boundary condition applied to walls can be written as

\[
\hat{u} = \alpha \lambda \frac{\partial \hat{u}}{\partial y} - \beta \lambda^2 \frac{\partial^2 \hat{u}}{\partial y^2} \quad \text{at} \quad y = 0
\]  

(5)

and

\[
\hat{u} - U \text{Im}\{\exp(i\omega t)\} = -\alpha \lambda \frac{\partial \hat{u}}{\partial y} - \beta \lambda^2 \frac{\partial^2 \hat{u}}{\partial y^2} \quad \text{at} \quad y = L
\]  

(6)

The steady solution of Equation (4) subject to (5) and (6) is

\[
\hat{u} = \text{Im} \left[ \left( A \sinh \frac{y}{L} + B \cosh \frac{y}{L} \right) \exp(i\omega t) \right]
\]  

(7)
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where

\[ A = \frac{U}{\frac{\alpha Kn \zeta}{1 + \beta \zeta^2 Kn^2} + D} \]

\[ B = \frac{\alpha Kn \zeta}{1 + \beta \zeta^2 Kn^2} \frac{A}{A} \]

\[ C = \sinh \zeta + \alpha Kn \zeta \cosh \zeta + \beta Kn^2 \zeta^2 \sinh \zeta \]

\[ D = \cosh \zeta + \alpha Kn \zeta \sinh \zeta + \beta Kn^2 \zeta^2 \cosh \zeta \]

\[ \zeta = \sqrt{i} \phi \] and \[ \phi = \sqrt{\omega L^2 / \nu} \] is the Stokes number [16], which quantifies the effect of inertia.

We now present a comparison between DSMC solutions and solution (7) in the range 0.1 \( \leq Kn \leq 0.4 \). The frequency \( (\omega) \) in our simulations was chosen to be small compared to the molecular collision frequency \( (\varepsilon) \) but also sufficiently high \( (\phi \approx 1) \) such that the flow was not in the quasistatic regime \( (\phi \ll 1) \) where linear velocity profiles are observed. In our simulations the wall velocity amplitude, \( U \), was set to \( 0.1 \sqrt{\gamma RT} \); this choice represents a reasonable balance between the requirement of high speeds for good signal-to-noise ratio [18] and low speeds for negligible compressibility, viscous heating effects, and the requirement \( \text{Ma} \ll 1 \). For this time-periodic flow, our comparisons will focus on detailed flowfield comparisons (important for illustrating the effect of the Knudsen layer) at \( t = \frac{T}{2} \), where \( T = \frac{2\pi}{\omega} \) is the oscillation period. Due to the asymmetric nature of the flow, this time instant is not in any way special and thus there is no reason to expect the excellent agreement shown below to be limited to \( t = \frac{T}{2} \), especially since the model proposed is not a fit but is based on rigorous solutions of the Boltzmann equation. A second comparison with a different time-dependent flow described later demonstrates this clearly. Extensive comparisons with DSMC results for the oscillatory shear driven flow have been previously published [19].

Figure 2 shows a comparison between the DSMC results and a first- and second-order slip solution for \( Kn = 0.1, \phi = 5/\sqrt{2} \). This figure clearly shows that the first-order slip solution is already not very accurate in regions of high curvature, whereas the second-order slip solution is in excellent agreement with the DSMC result up to a distance of 1.5\( \lambda \) from the wall. Closer to the wall, the Knudsen layer causes the DSMC and second-order slip solutions to deviate. In fact, it is interesting to note that the discrepancy is significantly larger at \( y = L \) than \( y = 0 \) since as predicted by Equation (3) the discrepancy depends on the local value of the curvature. Table 1 shows that Equation (3) correctly accounts for the effect of the Knudsen layer on the average velocity. It also shows that the Knudsen layer tends to make the first-order slip solution look better than it actually is.

Figure 3 shows a similar comparison for \( Kn = 0.2, \phi = 2.5/\sqrt{2} \). The effect of the Knudsen layers becomes more pronounced, especially because they now occupy approximately 60% of the physical domain. Note, however, that the second-order slip solution is in excellent agreement with the DSMC result in the remaining 40% of the domain, while the first-order slip solution clearly underestimates the amount of slip present. Table 1 provides further evidence that the second-order slip model accurately captures the true physics of the flow.
Figure 2. Comparison between Equation (7) (solid line) and DSMC results (stars) for Kn = 0.1, \( \phi = 5/\sqrt{2} \). A first-order slip solution is given by the dashed line. The vertical dotted lines enclose the region where a direct comparison between the DSMC (\( u \)) and the NS (\( \bar{u} \)) results is meaningful.

At Kn = 0.4, \( \phi = 1.25/\sqrt{2} \), kinetic effects are significant throughout the physical domain. At this Knudsen number the domain size is only 2.5 mean free paths wide and thus \( u_{Kn} \) is expected to be important everywhere (even if a Knudsen layer is now difficult to define.). This is verified by Figure 4. However, Table 1 shows that the average velocity calculated using Equation (3), which takes the effect of the Knudsen layer into account, is still in excellent agreement with DSMC results up to Kn = 0.4. This leads us to conclude that the second-order slip solution accurately captures the Navier-Stokes component of the flow, which is all that is expected from this solution. In other words, the second-order slip solution is still accurate. At the same time, the first-order slip model significantly underestimates the amount of slip in this solution (see Figure 4). Note that the comparison of Table 1 does not reflect the true difference between the first and

\[ u_{b}/U \quad u_{b}^{DSMC}/U \]

<table>
<thead>
<tr>
<th>Kn</th>
<th>( u_{b}/U )</th>
<th>( u_{b}^{DSMC}/U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.196 (0.196)</td>
<td>0.200</td>
</tr>
<tr>
<td>0.2</td>
<td>0.221 (0.216)</td>
<td>0.228</td>
</tr>
<tr>
<td>0.4</td>
<td>0.127 (0.112)</td>
<td>0.127</td>
</tr>
</tbody>
</table>

The numbers in parentheses are for the first-order slip model for which no Knudsen layer correction has been applied (see text for discussion).
Figure 3. Comparison between Equation (7) (solid line) and DSMC results (stars) for $Kn = 0.2$, $\phi = 2.5/\sqrt{2}$. The first-order slip solution is given by the dashed line. The vertical dotted lines enclose the region where a direct comparison between the DSMC solution ($u$) and the NS results ($\tilde{u}$) is meaningful.

Figure 4. Comparison between Equation (7) (solid line) and DSMC results (stars) for $Kn = 0.4$, $\phi = 1.25/\sqrt{2}$. The first-order slip solution is given by the dashed line. This figure demonstrates that at $Kn = 0.4$ the domain width (2.5) is smaller than the combined width of the two Knudsen layers, making a direct comparison between DSMC ($u$) and the NS results ($\tilde{u}$) not useful.
Table 2. Normalized shear stress at the walls at $t = \frac{T}{4}$

| Kn | $|\tau_{w}^{*}\hspace{1mm}|_{y=0}$ | $|\tau_{w}^{*}\hspace{1mm}|_{y=L}$ | $|\tau_{w}^{*}\hspace{1mm}|_{y=0}$ | $|\tau_{w}^{*}\hspace{1mm}|_{y=L}$ |
|----|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| 0.1 | 0.27 (0.29) | 0.28 ± 0.02 | 1.33 (1.48) | 1.39 ± 0.04 |
| 0.2 | 0.45 (0.45) | 0.43 ± 0.02 | 0.62 (0.69) | 0.62 ± 0.02 |
| 0.4 | 0.18 (0.17) | 0.18 ± 0.01 | 0.175 (0.2) | 0.18 ± 0.01 |

NS denotes the second-order slip model. The numbers in parentheses are for the first-order slip model.

second-order slip models, as evident in Figures 2, 3, and 4, because while the first-order model clearly underestimates the amount of slip present and also neglects the effect of the Knudsen layer, these two sources of error tend to partially cancel each other out. Thus, although the error in the prediction of the average velocity in Table 1 seems to be moderate, in fact the prediction of the first-order slip model is clearly not acceptable for $Kn > 0.1$. In contrast, the second-order slip model obtains an accurate estimate for the average velocity by correctly capturing the amount of slip and the effect of the Knudsen layer.

In Table 2 we compare the magnitude of the stress at the two walls predicted by the slip-corrected NS description and DSMC. This is an important test, not only because the shear stress is a quantity of interest for this problem (determines the power dissipation), but because it tests the very basis of a slip model, namely that the viscous constitutive relation is valid throughout the physical domain. The nondimensional shear stress $\tau_{w}^{*}$ at the wall is given by $\tau_{w}/(\mu U/L)$, where $\tau_{w}$ is the shear stress at the wall. All values are given at $t = \frac{T}{4}$. This table shows that the error in the stress is small even for $Kn = 0.4$. Interestingly, the first-order slip model performs reasonably well.

THE IMPULSIVE START PROBLEM

In this section we evaluate the slip model for a second time-dependent flow. In this case stress fields throughout the flow domain and the mean flow speed as a function of time are investigated in order to gain a better understanding of the limits of validity of the slip model. We consider a dilute gas between two infinitely long, fully accommodating walls; both walls start moving at time $t = 0$ in their plane with velocity $U$ and in the same direction. The governing equation is again Equation (4). Due to the symmetry of the problem we solve Equation (4) in the region $0 \leq y \leq \frac{L}{2}$. Using a finite difference method with boundary conditions

\[
\hat{u} - U = \alpha \lambda \frac{\partial \hat{u}}{\partial y} - \beta \lambda \frac{\partial^2 \hat{u}}{\partial y^2} \quad \text{at} \quad y = 0
\]

and

\[
\frac{\partial \hat{u}}{\partial y} = 0 \quad \text{at} \quad y = \frac{L}{2}
\]

Figures 5, 6, and 7 show a comparison between the first- and second-order slip flow solutions and DSMC simulations for $Kn = 0.21$. We clearly see that the local
Figure 5. Velocity field comparison for $Kn = 0.21$ at times $16.2 \text{s}^{-1}$ (top) and $21.3 \text{s}^{-1}$ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line. A meaningful comparison between DSMC ($\mu$) and NS ($\mu$) results can only be performed to the right of the vertical line ($\mu_{KN} \rightarrow 0$).

Figure 6. Stress field comparison for $Kn = 0.21$ at times $16.2 \text{s}^{-1}$ (top) and $21.3 \text{s}^{-1}$ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line.
curvature is important in determining the deviation between the DSMC and second-order NS result in the Knudsen layer again delimited by the vertical line in Figure 5. This deviation, however, as before, does not reflect a failure of the second-order slip model. Figures 6 and 7 clearly show that the stress field and average velocity are accurately captured by the second-order slip model. The first-order slip model captures the stress field with qualitative accuracy, it does not predict the time history of the average velocity accurately. In fact, as noted before, the existence of the Knudsen layer (see Figure 5) makes the first-order slip model look better than it actually is.

Figures 8, 9, and 10 show that at $Kn = 0.31$ the second-order slip model remains accurate, while the Knudsen layer covers essentially the whole domain. The first-order slip description is less accurate.

Figures 11, 12, and 13 show a comparison at $Kn = 0.42$. Clearly, the discrepancy in the velocity is significant but this is mainly due to the role of the Knudsen layer explained above. The true error can be judged in Figures 12 and 13 and can be seen to be of the order of a few percent (at $Kn = 0.42$), suggesting that may be the limit of applicability of this model for one-dimensional flows. This level of error may be adequate for engineering-type calculations, especially considering the computational cost associated with solutions of the Boltzmann equation.

CONCLUSIONS

We have presented a comparison between a recently proposed second-order slip model and DSMC simulations for two time-dependent problems. These particular problems were chosen due to their practical importance but also because they provide flow
Figure 8. Velocity field comparison for Kn = 0.31 at times 7.5e⁻¹ (top) and 14.2e⁻¹ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line. A meaningful comparison between DSMC (u) and NS (\( \tilde{u} \)) results can only be performed to the right of the vertical line (\( u_{KN} \rightarrow 0 \)).

Figure 9. Stress field comparison for Kn = 0.31 at times 7.5e⁻¹ (top) and 14.2e⁻¹ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line.
Figure 10. Bulk velocity comparison for Kn = 0.31. The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line.

Figure 11. Velocity field comparison for Kn = 0.42 at times $5.6e^{-1}$ (top) and $10.7e^{-1}$ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line. Note that the Knudsen layer width is larger than the half domain shown here so a direct comparison is not very useful.
Figure 12. Stress field comparison for $Kn = 0.42$ at times $5.6 e^{-1}$ (top) and $10.7 e^{-1}$ (bottom). The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line.

Figure 13. Bulk velocity comparison for $Kn = 0.42$. The second-order slip solution is shown by the solid line and DSMC simulations by the stars. The first-order slip solution is given by the dashed line.
fields that are quantitatively different from the steady, pressure-driven flow for which the second-order model has been previously tested. The transient nature of these flows also provides a more stringent test of the model.

Our discussion illustrates the capabilities but also the limitations of a rigorous second-order slip model. The Knudsen layer, an integral part of the asymptotic analysis that leads to the slip-flow description, becomes sufficiently important to hold the key to not only developing a predictive slip model but also interpreting and using the latter’s predictions. Our results show that the second-order slip model provides very good approximations to the actual flow well into the transition regime provided that the Knudsen layer is properly accounted for. More specifically, the model is accurate at distances from the wall that exceed 1.5λ, while for smaller distances it provides a baseline to which the contribution of the Knudsen layer can be added. The slip model also predicts the stress field accurately with no adjustable parameters. In contrast, a first-order slip model clearly significantly underestimates the amount of slip present in the flow starting from as early as Kn ≈ 0.1. Regarding the stress field, the first-order model performs well in a qualitative sense but is again significantly less accurate compared to the second-order model. In the case of the average flow velocity in particular, where the effect of the Knudsen layer can be directly accounted for, the first-order slip model performs rather poorly but the fortuitous cancellation between the second-order slip and the flow deficit due to the Knudsen layer for Kn > 0.1 tends to flatter its performance.

It appears that the steady assumption under which the second-order slip model was derived can be lifted, presumably as long as the flow timescale is long compared to the molecular collision time. Although the exact Knudsen number beyond which this model should not be used depends on the acceptable error lever, and, perhaps, on the particular problem characteristics such as dimensionality and flow field complexity, our results indicate that this model can be reliably used up to Kn ≈ 0.4, at least for one-dimensional problems. Given the significant computational advantage of the NS formulation compared to the Boltzmann equation and the gradual deterioration in accuracy [7] this slip model exhibits, the latter model may prove to be useful for preliminary calculations well beyond Kn ≈ 0.4 although the complexity of slip models in higher dimensions [6] may make it less attractive.
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