A Real-Time Calibrated Thermal Model for Closed-Loop Weld Bead Geometry Control

A distributed source conduction model is presented as a means for prediction and control of weld width and depth. Model inputs of arc efficiency and distribution are continuously calibrated by on-line comparison of predicted top-side temperatures to measured profiles, giving low errors in weld size prediction. The technique is intended for closed-loop control of MIG and TIG partial penetration welds from top-side measurements.

Introduction

The primary objective in real-time control of a fusion welding process is regulation of the weld geometry. This geometry is frequently defined by the pool width and depth. All attempts at in-process weld geometry control have dealt with accessible measurements, such as top-side width [1, 2, 3] with full penetration welds [4], or with measurement techniques that require access to the backside of the weldment [5, 6]. However, truly automated welding must control penetration (or depth) as well as top-side width. Since depth cannot be directly sensed, the aim of this work is to develop a model in a form suitable for on-line prediction and control of weld cross-sectional size based solely upon top-side measurements.

Figure 1 illustrates the goal of this work. Figure 1(a) is an ideal two variable control system where both the weld width and depth are regulated to desired set-point values. However, since the depth cannot be directly measured, this paper presents the method outlined in Fig. 1(b), where an estimate of the weld depth is provided by a process model. The model runs in parallel with the actual process and is continuously calibrated on the basis of the error between a measurement of the actual top-side temperature distribution and the distribution predicted by the model. It is assumed that the weld width can be measured by direct (most likely optical) methods. Thus the objectives of this research can be outlined as:

- Develop a model that suitably describes the welding process, especially with respect to puddle width and depth.
- Evaluate model accuracy by comparison of weld width, depth, area and cross-sectional profile shape with actual weld samples.
- Investigate the use of top-side width and temperature measurements for in-process calibration of the model for more accurate predictions of weld width and depth.

Thermal Models of the Weld Process

Three types of models are used to describe weld puddle geometry: empirical, finite element, and analytical models. Finite element models (e.g. [7-10]), are often quite accurate but they are too slow and excessive in detail for real-time control purposes. Empirical models, such as Pavelic's fit for prediction of the top-side weld profile [11], are too inflexible for use in a control strategy, since empirical models define puddle geometry over a limited range of values for each of a set of input variables.
Analytical models are considered the most promising basis for a control algorithm because they are both flexible and computationally efficient. The earliest analytical model of welding is the classic 1946 Rosenthal point source solution for temperature in the weldment [12, 13]. From a set of known input parameters (see nomenclature listing) a 3-D isotherm of melting can be produced, from which one can predict weld width, depth, and area.

Although the Rosenthal model gives a fast, qualitative understanding of the effect of input parameters on weld width and depth, it can give errors over 300 percent even if the elusive parameter arc efficiency (η) is known [14]. In addition, for on-line control of welding, efficiency will always be an unknown since it cannot be measured on a real weld. Also, weldment thermal properties are not constant, as the point source theory assumes, and since it is a pure conduction model, puddle fluid motion is also neglected. Other limitations of the model are the assumption of a single point heat source and the inability to account for unusual geometries or external conditions (such as fillet welding or the presence of heat sinks). Despite these numerous shortcomings, the major drawback of the Rosenthal model for this investigation is the fixed 1:1 half-width (W) to depth (D) ratio resulting from semi-circular isotherms. Since there is no flexibility in this aspect ratio, the basic model cannot be used to predict realistic geometries. There are, however, several modifications that can be applied to improve this aspect of the point source model.

One such modification is the standard Method of Images by which sources are placed at varying distances above and below the weldment to simulate reflections of heat back into the weldment as the top and bottom surfaces of the weldment are encountered [15]. The Method of Images can then be used to simulate the steady state thermal effect of finite thickness but can only give minor variation in the aspect ratio (W/D) as predicted by the Rosenthal model.

In 1983, Nunes [16] proposed a variation on the Rosenthal theory whereby point sources and sinks are added in a manner similar to that of the Method of Images, but at various locations within the weldment to simulate conditions such as fluid motion or heat sinks. Although the method is promising, it requires a high degree of off-line empiricism to determine appropriate sign, magnitude, and placement of the sources or sinks.

In 1980, C. L. Tsai extended the point source model to include a gaussian distributed heat source [17]. Not only is a gaussian a realistic representation of the arc heat input to the weldment [14, 15] as Fig. 2 shows, but the improved model allows for variations in pool aspect ratio (W/D). However, a new input parameter appears: arc distribution, described by the standard deviation of the gaussian (σ). Arc distribution joins arc efficiency as another unknown and unmeasurable input parameter. More recently, Eager and Tsai [14] have improved the computational efficiency of the method by reduction of the triple integral for temperature at a point to a single integral. They noted that in comparison to sectioned welds, the model can predict weld W and D with under 30 percent error, if supplied with the actual arc efficiency and distribution.

We have chosen this distributed source model as the most likely candidate for use in a control algorithm because it is well developed and reasonably accurate, does not depend greatly on off-line empirical data, and allows for variation in aspect ratio.

**Actual Torch Parameter Determination**

Arc efficiency and distribution have a strong effect on scale and distribution of temperatures in the weldment and the distributed source model cannot be implemented without careful attention to their values. Arc efficiency (η) and distribution (σ) can be measured by applying calorimetric methods to a split anode configuration, but this is not possible for real-time control purposes. Instead, we suggest the use of an empirical relationship between (η, σ) and welding conditions from which an on-line calibration can proceed.

Arc efficiency and distribution are functions of the input parameters that causally precede arc formation and so affect the arc directly. Thus:

\[ (\eta, \sigma) = f(E, I, V, IP, TIP) \]

Note that arc length (L) is not included in this list since it is assured that arc length and voltage are not independent quantities [9, 18].

In the literature there is some tabulation of efficiency as a function of input parameters [19]. These findings can be separated into two bands: one group finds over 90 percent of emitted arc power received by the weldment [20, 21] while another finds much lower efficiencies of the order 35 to 65 percent [14, 19, 22]. Simple fits have been presented by researchers for η as a function of major input parameters for the higher group of efficiencies [20, 21] as well as for the lower band [14].

For this research the arc heat distribution (σ) as a function of input parameters was derived from graphs of transverse heat input distribution [23-26]. Fifty-two graphs of q - 0 versus Y were enlarged and digitized and then for each graph, the points were fit (using [27]) to a gaussian from which was extracted. An estimate for the torch efficiency was also obtained by numerically integrating the digitized data to find the

**Nomenclature**

- \( E \) = voltage, (11.6 volts)
- \( I \) = current, (85 amps)
- \( V \) = velocity, (1668 cm/s)
- \( IP \) = ionization potential of gas, (15.76 e.v.)
- \( TIP \) = electrode tip included angle, (60 degrees)
- \( \alpha \) = thermal diffusivity, (0.051 cm/s)
- \( k \) = thermal conductivity, (5.4 Btu/s-cm-F)
- \( Tc \) = melting point, (1515°F)
- \( Tp \) = preheat temperature (28°C)
- \( L \) = arc length (cm)
- \( \sigma \) = arc distribution (cm)
- \( \eta \) = arc efficiency, (%/100)
- \( t \) = time (s)

**Fig. 2** A Gaussian curve fit to heat input data
total heat input to the weldment and comparing it to the power loss at the electrode. Values of \( \sigma \) were found on the order of 0.2 – 0.4 cm while \( \eta \) was consistently under 60 percent. This gave credence to the values of Niles and Jackson [19]. We used both sets of efficiency data in our curve fit for \( \eta \).

Similar algebraic functions were used as the base for data fits for both arc efficiency and distribution (see [18] for details). A large number of terms were used to improve the quality of the fit. Again we emphasize that the use of such fit is as a rough starting point for on-line model calibration. However, the initial use of the fits was to test the accuracy of the uncalibrated model using this data alone.

The Uncalibrated Distributed Source Model

In practice the distributed source model can be reduced to a single integral for temperature at a point [14]:

\[
\theta = \frac{N}{(2\pi)^{3/2}} \int_{D} \frac{r^{-5/2}}{U^{3}} \exp \left(-\frac{XX' + YY' + ZZ'}{2(r + U^{3})} \right) \frac{ZZ'}{2r} \, dr
\]

where

\[
N = QV/\left[4\pi a^2 \rho c(T_c - T_0)\right]
\]

\( Q = \eta EI \)

\( \tau = \text{Dummy variable of integration} \)

\( \theta = (T - T_0)/(T_c - T_0) \)

\( XX' = (V/2a)(X - X') \)

\( YY' = (V/2a)Y' \)

\( ZZ' = (V/2a)Z' \)

Figures 3 through 6 show the effect of input parameter variation on weld size as predicted by equation (1), while Figs. 7 and 8 show parameter effect on \( \eta \) and \( \sigma \). We present the two sets of graphs simultaneously since many input parameters influence the welding process, primarily through their effect on arc efficiency and distribution. In equation (1), it can be seen that \( \eta \) acts only as a scaling factor on the distributed source integral for temperature at a point without affecting thermal distribution in the weldment. Although less apparent in the model, \( \sigma \) affects temperature distribution with little effect on the temperature magnitude. Further, we consider the weld half-width, \( W \), as a measure of scale while the aspect ratio, \( W/D \), gives an idea of distribution of the weld since the weld cross-sectional profile is just the isotherm of melting. So \( \eta \) affects thermal scale and therefore weld scale (as reflected by the width, \( W \)) while \( \sigma \) controls the weld pool aspect ratio.

Current (I), voltage (E) and velocity (V) are designated primary input parameters since they have the largest effects on weld size. Increased voltage greatly increases the amount of heat passed to the weldment. While voltage changes appear to have little effect on arc efficiency (\( \eta \)), they directly affect the power (EI) emitted from the electrode. Thus, increased E should increase weld scale (W) somewhat and weld distribution (W/D) greatly. The fact that the large effect on \( W/D \) isn't seen in this figure is because of the scaling. (One cannot interpret slope in the figures too directly because some parameters (like voltage) show much larger operating ranges than shown in the graphs where all parameter variations are limited to \( \pm 25 \) percent).

Increased current (I) has a scaling effect on weld size. Since Fig. 8 shows that current has little effect on \( \sigma \) and since current plays into the distributed source integral only as a scaling, we expect (and see) very little effect on \( W/D \). However, increased current significantly increases the weld scale (W). This is because current (like voltage) strongly affects the emitted power so increased current will strongly raise the heat input to the weldment, even if arc efficiency is somewhat reduced.

Increased torch velocity tends to lower scale (W) and increase aspect ratio (W/D). This is largely because of the reduced heat input per unit weldment surface area; at high speeds only surface melt can occur.

Among the secondary input parameters, the material
Fig. 7 Theoretical parameter effect on arc: (standards: E = 11.6v, 1 = 85 amp, V = 1668 cm/s, TIP = 60 deg, IP = 15.76 e.v.)

Fig. 8 Theoretical parameter effect on arc: (standards: E = 11.6v, 1 = 85 amp, V = 1668 cm/s, TIP = 60 deg, IP = 15.76 e.v.)

Fig. 9 Experimental parameter effect on weld: width (standards: 1 = 85 amp, E = 11.6v, T = 29C, G = .685 cm)

thermal properties are the most important. A reduction in conductivity (k) or diffusivity (α) slows Y and Z-direction heat transfer away from the point of application (i.e., the top surface of the weldment under the torch) and will tend to increase both weld scale (W) and aspect ratio (W/D). This effect will be seen to be a major shortcoming of the distributed source model since both conductivity and diffusivity fall with increased temperature.

A reduction in weldment thickness (G) also impedes heat flow, especially in the Z-direction. Below the weld pool heat flows down until it meets the bottom surface, and at steady state the Z-direction temperature gradient will drop to the point where Z-direction conduction just matches convective and radiant loss from the backside of the weldment. Clearly, an increase in D is expected as thinner plates are used, but one should also expect a rise in W as more heat is conducted away transverse to the travel direction. Figures 3 and 5 show that W rises and W/D increases slightly as G drops.

Other secondary parameters are: melting point (T_o), preheat (T_p), electrode tip angle (TIP), and gas ionization potential (IP). The melting point affects the choice of the isotherm of melting (θ = 1), while percent is the baseline value (θ = 0). An increase in melting point reduces weld size as the melting isotherm is moved closer to the torch while Fig. 3 shows preheat to have a slight effect on raising scale (W) by raising the baseline temperature. Shielding gas ionization potential and electrode tip angle play into the model only by their effects on η and α. An increase in tip angle, or a decrease in ionization potential, will increase η (and thus W) as well as α (and therefore W/D).

Experimental Verification of Model

A series of bead on plate welds were produced to provide width and depth data for comparison with model predictions. All tests were performed using autogenous TIG on various materials of different thicknesses. The predicted puddle width, depth, area and shape were compared to experiments weld samples using only the rough fits described in the previous section. Input parameters were varied individually from values set as 'standards' (see captions of figures) while all other parameters were held as close to these standards as possible. On an average, 3 or 4 variations were performed for each of eight input parameters (E, I, V, TIP, IP, G, T_p, and Metal type) for a total of 27 sample welds. Welds were laid on plates 6 in. x 10 in. in area and 1/4 in. to 1/2 in. in thickness. The welds were then sectioned, machined and ground to 600 x (20 micron) grit. The ground sample were acid-etched to highlight weld and HAZ boundaries. Photographs of the samples were taken, enlarged, and digitized to give tabular Y-Z data for the weld crosssection.

Figures 9 to 12 show the effect of experimental parameter variation on measured width (W) and distribution (W/D). Although we sought to vary only a single parameter at a time this often was difficult in practice. For example, changes o shielding gas (to vary ionization potential) also changed the d-c voltage levels. Also, since temperature rose quickly in out plates, it was difficult to get an accurate measure of the preheat temperature. As a result there is some scatter on the W and W/D measurements, so a linear regression was performed for each varied parameter.

The actual effects of parameter variation are generally the same as the model predicted. As mentioned in the previous section, increased voltage actually increases aspect ratio (W/D) strongly by increasing arc distribution while increasec current tends to reduce W/D by reducing arc distribution. Our experimental results indicate that increased tip angle tends to decrease W/D. While this is consistent with the results of Savage et al. [28], the model results show increased tip angle to slightly increase W/D.

Although the model gives good prediction of the relative effects of input parameter variation on weld quality, it does not give acceptable accuracy without modification. The scale of the predicted isotherms is generally too low and the width- to-depth ratio too high. Indeed, the standard settings that have beads on 1/4 in. mild steel plates showed no melting when input to the model (the amperage had to be raised from 85 amps to 200 amps). Eager and Tsai found that the distributed source model gives error in predicted weld width or depth of the order of 30 percent. This research found predicted temperature at the Y-Z coordinates of W and D to be up to four times below that required for melting (θ = 1). Further, predicted W/D was found to be up to twice the actual, and this work showed the model to be inaccurate at high velocities (over ~ cm/s). (Some of these effects can be attributed to the infinite thickness assumption inherent in this formulation. Although our earlier work did incorporate a thickness compensation scheme based on the method of images (see Bates [18]), it was dropped because of com-
Computational difficulties in isotherm location. However, there is no inherent reason that this cannot be reproduced.)

It was mentioned earlier that two groups of torch efficiency values were presented in the literature. The lower efficiency set (~55 percent) was used in finding the results reported above. One could argue that the larger set of values might close the gap between model prediction and actual weld size. However, recall that \( \eta \) is largely a scaling factor whereas aspect ratio (W/D) prediction is also poor. This means that real values of both \( \eta \) and \( \sigma \) are different from those which would give real \( W \) and \( W/D \). The argument over the proper set of efficiency values to take is thus moot. Assumption of the other set of \( \eta \)'s would not make the model give sufficiently accurate predictions of \( W/D \).

Of course the distributed source conduction model fails to account for fluid motion effects, and puddle convection will tend to make for larger scale of welds. Figures 10 and 11 suggest that the constant diffusivity assumption may also be an important failing of the model. As the plate heats, \( K \) and \( \alpha \) drop, causing heat to build up near its point of application to the plate (i.e., on the top surface, near the torch). This should cause increased scale of melting \( (W) \), although the increase in \( W/D \) it could be expected to produce is not seen.

**Temperature Feedback for Model Improvement**

The simple distributed source model using off-line calibration is too inaccurate for use in a weld quality control strategy. For real values of \( \eta \) and \( \sigma \) the model overpredicts aspect ratio \( (W/D) \) while predicting low temperature values in general. However, if it is accepted that for some (possibly arbitrary) values of \( \eta \) and \( \sigma \) the model can predict accurate isotherms, the problem reduces to finding an on-line method for determining these "optimal" \( \eta \) and \( \sigma \) values. This implies that \( \eta \) and \( \sigma \) are now simply adjustable empirical constants — stripped of their strict physical interpretation. These torch parameters now act to offset intrinsic model weaknesses (i.e., the failure to account for non-constant thermal properties or puddle convection or phase change). It is postulated that readily accessible top-side temperature profiles can be used to direct the model to these \( \eta \) and \( \sigma \) values in real time from a curve fit initial estimate based on the empirical relationship established earlier.

Logical justification for temperature feedback is based on the fact that weld width and depth are actually end-points of the melting temperature isotherm. If the model can accurately predict top-side temperatures on the cross-section of the plate (see Fig. 13), then the weld width, occurring on the top-side \( (Z=0) \) where \( \theta = 1 \), will automatically be accurately predicted.

One would expect temperature feedback to improve depth prediction since isotherm prediction throughout the plate should be improved somewhat and one end of all isotherms \( (Z=0 \text{ point}) \) will be forced to the correct location.

**Arc Efficiency-Distribution Coupling** For a simultaneous search for optimal \( \eta \) and \( \sigma \) to be practicable in an on-line control algorithm, \( \eta \) and \( \sigma \) must have largely uncoupled effects on temperature scale and distribution. The uncoupling of \( \eta \) from temperature distribution is most apparent on the top-side. To show the effect of pure scaling vs top-side temperature profile distribution shifts, the equations given below were applied to the top-side profiles resulting from varied \( \eta \) and \( \sigma \).

Scaling integral:

\[
IA(\eta,\sigma) = \int_{-\infty}^{\infty} \theta(Y) dY
\]
Distribution Integral: \[ IB(\eta, \sigma) = \int_0^{\infty} \frac{\theta(Y)}{\theta(Y_0)} dY \] (3)

Where:
- \( Y \) = Transverse distance from travel direction (here for \( Z = 0 \))
- \( Y_0 \) = Y-position at which normalizing temperature is taken
- \( \theta(Y) \) = Dimensionless temperature at transverse distance \( Y \)

The simpler integral, \( IA \), gives a measure of the magnitude of top-side temperatures. The normalized equation for \( IB \) removes scaling by dividing all temperatures by a temperature midway along the \( Y \)-axis; if a temperature profile is merely scaled upward with the same shape, it will show no change in the results of \( IB \), the distribution integral. Here, the standard parameters were again used (with \( I = 85 \) amps) while \( \eta \) and \( \sigma \) were varied from standard values (the actual \( \eta \) and \( \sigma \) fit mentioned previously). Figure 14 shows that although \( \eta \) has the largest effect on top-side temperature scale, \( \sigma \) also has a minor effect. But the near-horizontal line for \( \eta \) vs the distribution integral in Fig. 15 shows \( \eta \) is only a scaling factor on topside temperatures, as is clear from examination of the distributed source integral. Note that the top-side temperature profile distribution is controlled only by \( \sigma \). It is an important benefit for an algorithm to have an uncoupled approach to finding an (\( \eta, \sigma \)) pair which predict real (\( W, W/D \)).

Optimal \( \eta, \sigma \) Search. The essential uncoupling is a boon to optimization for the \( \eta \) and \( \sigma \) pair which give real \( W \) and \( W/D \).

The main effects of increased \( \sigma \) increases \( W/D \) while increased \( \eta \) increases scale. If totally uncoupled, the search routine then can be outlined as follows:

1.) Search for \( \sigma \) giving proper \( W/D \).
2.) Scale the isotherm properly by adjusting \( \eta \).

Since there is still a very light coupling, the process must be repeated to accurately approach suitable settings of artificial torch parameters.

Accuracy of the Distributed Source Model With Optimal \( \eta, \sigma \) Inputs. A computer search was conducted to find what values of \( \eta \) and \( \sigma \) could elicit the weld widths and depth found experimentally in the etched samples. The search algorithm is simple: given input parameters (current, voltage etc.) and the resulting weld width and depth, the program searches for an appropriate value using the general rule that increased \( \sigma \) increases \( W/D \). Scale is then tuned by adjusting \( \eta \), since increased \( \eta \) generally increases weld width (\( W \)). Because of the light coupling discussed above, this procedure is repeated until values of \( \eta \) and \( \sigma \) are obtained that give \( W \) and \( W/D \) within acceptable limits.

Using the such a search program predicted \( W \) and \( D \) were...
brought within 0.25 percent on \( W \) (or \( D \)) and 3 percent on \( W/D \). The comparatively high error in aspect ratio was because there is some coupling between \( \eta \) and distribution and the search program found proper scale last. This caused some wander from the proper \( W/D \) found by the \( \sigma \) search.

Evaluation of the ability of the model to predict puddle area and shape requires a means of plotting the predicted cross-section — or rather the half-cross-section since the model will predict a puddle symmetric about the \( Z \)-axis. Figure 16 shows a simple search and linear interpolation graphically which:

1. Divides the \( Y-Z \) cross-section into a grid.
2. Searches down until the temperature falls below \( \theta = 1 \) at \( Y = 0 \).
3. Linearly interpolates between grid points to get puddle depth (\( D \)).
4. Moves out one \( Y \)-increment
5. Searches up one \( Z \)-increment until \( \theta = 1 \) is again bracketed and interpolates for the next \( (Y, Z) \) coordinates of melting.
6. Repeats steps 2 through 5 until \( Z = 0 \) is reached having \( \theta < 1 \).
7. Linearly interpolates between this \( (Y,0) \) pair and the pair one grid division closer to the origin to get \( W \): the puddle width.

Figure 17 shows the effect of the linear interpolation, smoothing the rough search routine and giving higher accuracy. Figures 18, 19, and 20 show typical graphs of the interpolated model half-contour (using only one source image) versus the actual contour, which has been folded over onto one graph. Using the optimal \( (\eta, \sigma) \) pair found in the previous section, the model tends to overpredict weld area by an average of 5 to 8 percent. The reader can qualitatively compare weld shape prediction to the actual weldment using Figs. 18 through 20. The figures show why the model overpredicts weld area. Near the puddle edge (i.e., near the puddle width) the predicted profile is not as shallow as the actual weld contour.

**Optimal \( \eta-\sigma \) Curve Fits.** Curve fits, similar in form to the \( \eta \) and \( \sigma \) values derived from the literature, can be constructed for optimal torch parameters as a function of input parameters. These curve fits can be used to get a rough idea of appropriate initial values of \( \eta \) and \( \sigma \) for real-time use of the model, which will give a close idea of the actual \( W \) and \( W/D \) that a set of input parameters such as current, voltage, velocity, etc. will produce.

**The Use of Temperature for Torch Parameter Tuning**

The curve fits above can only give initial values in the search for the \( (\eta, \sigma) \) pair needed to give the proper \( W \) and \( W/D \). This fit alone gives high errors: over the range of parameter variations, predicted depths can be twice as high as experimental values and \( W/D \) about 1.25 times experimental aspect ratios. The aim then is to compare real top-side temperature profiles to model-predicted profiles to fine tune the input torch parameters to the model.

It is thought that the best choice for the orientation of the temperature strip is along the \( Y \)-axis, perpendicular to the direction of travel, and for convenience, at the same small \( X \)-displacement behind the torch at which the model cross-section is to be taken. This takes the temperature comparison far away from the joint where thermal distortion will occur, while allowing the strip to be taken fairly close to the origin. Further, in an experimental construction, the puddle width might even be found from topside temperature alone if the temperature strip was extended to include a small part of the puddle as well as about 1-2 cm in the solid metal beyond the weld.
**Temperature Profile Comparison.** The top-side temperature strip can be compared to model predicted temperature in a manner very similar to that outlined for search of $\eta$ and $\sigma$ using known weld $W$ and $D$. A minimum of only two points on the temperature curve need be compared to the real top-side isotherm for convergence to the proper optimal $\eta$ and $\sigma$. Figure 13 will assist in the explanation of the algorithm. The temperature of the leftmost point, $T_1^*$, is scaled up by a multiplicative factor so that it equals the real temperature at that point, $T_1$. Efficiency, $\eta$, for the next loop is scaled by the same factor. The outer temperature, $T_2^*$, is scaled by the same factor as well and then is compared with the measured temperature, $T_2$, at $Y_2$. This comparison is used to tell whether $\sigma$ is too high or too low (if the model predicts low then $\sigma$ is also too low). The search routine is then a one step loop (no separate step for $\eta$ adjustment, just relate scale to $\eta$) where the lowest overshoot and highest undershoot bound new choices of $\sigma$. The algorithm, can be outlined as follows:

1. Measure: the real top-side temperature profile, T-real ($Y$)
2. Guess: initial ($\eta, \sigma$) or use the curve fits
3. Calculate: the model temperature profile, T-model ($Y$) for the same ($Y, Z$) and the same parameters
4. Scale: all model temperatures and $\eta$ by: [T-model - T-model of the innermost-$Y$ point of the profile].
6. Search: by altering $\sigma$ and returning to Step 3 until the integration in Step 5 is small and within User-set limits ($\eta$-search loop)
7. Final Search: by altering $\sigma$ and returning to Step 3 until the bounds on $\sigma$ are small and within User-set limits ($\sigma$-search loop)

Figures 21 to 23 shows the convergence to optimal $\eta$ and $\sigma$ from curve fit values for the same samples shown in Figs. 18 through 20. The puddle contour and top-side temperature profile corresponding to a particular set of torch parameter (and the "standard" parameter settings) is shown in its outline. The initial rough estimates given by the optimal curve are shown in the lightest shade. Convergence is shown increasingly darker shades. Convergence within 1 percent the set $W$ and $D$ can be gotten in 10 to 20 iterations, thus way of predicting actual weld cross-sectional width, depth a area from theoretical top-side temperature information been found.

**Discussion**

In this work, the Distributed Source conduction model C. L. Tsai [11] is chosen as the most promising model for closed-loop control of an automated welder. The distributed heat source is not only a very realistic representation of the torch input but also allows variations in $W$ and $D$ with which the classic Rosenthal point source model will not. As an analytic model, as opposed to a finite element model fast algorithm suitable for can be obtained. Values of tor parameters from the literature range from .35 to .65 for 7 a .2 to .4 cm for 6. However, these values give low theoretical temperatures when compared to experimental welds. Although Eager and Tsai [14] found a maximum of 30 percent error in prediction of weld width and depth, this work fits predicted temperatures below melting in all of 27 cases (generally under 1/4 of the melting temperature) which produce real weld and high aspect ratios of predict isotherms ($W/D$ of the isotherm passing through $0, G/2$) an average of 1.96 times too high, with a maximum error 3.5 times and minimum of 0.93 times. However, values of $\eta$ and $\sigma$ can be chosen to give the real values of weld $W$ and $D$. The effects of $\eta$ and $\sigma$ are large decoupled such that $\eta$ reflects puddle scale while $\sigma$ affects aspect ratio. An off-line search can be conducted to obtain the optimal ($\eta, \sigma$) pair for a given set of input parameters (current, voltage, velocity, etc.) and known weld $W$ and $D$ ($W$ and $W/D$). When performed on the 27 samples, there were less than 0.2 percent error on $W$ (scale) but up to 3 percent error on $W/D$ (puddle distribution). This is because the $
fects of $\eta$ as pure scale and $\sigma$ as pure distribution are not completely decoupled. Although variations as large as 2.5 times were seen, on average puddle area was over-predicted by an average of 5 to 8 percent. The over-prediction of weld area is partly due to over-predicted weld width and depth but also due in part to errors in the predicted puddle shape; the predicted puddle cross-section is not shallow enough near the puddle width.

An optimal curve fit for $(\eta, \sigma)$ as a function of input parameters was found as a rough starting point for "optimal" orch parameter determination. The fit gives $W/D$ ratios up to 1.5 times too high and $W$ up to 2.0 times too high.

From this rough fit the torch parameters can be driven to the optimal values by forcing the model to predict the correct on-side temperature. A model-predicted temperature strip is compared to the real plate temperature (in this case only a target theoretical strip of known $\eta$ and $\sigma$ was used) and the orch parameters were updated using the $\eta$-temperature scale and $\sigma$-temperature distribution analogy. Because of the aforementioned decoupling advantages, the on-line temperature feedback algorithm is faster and more accurate than the off-line weld $W$ and $W/D$ search. Using temperature feedback, errors in $W$ and $W/D$ under 1 percent can be obtained in 10 to 20 iterations with time of calculation being the only drawback to even higher accuracies.

Although the applicability of this model to diverse processes and materials is not guaranteed, it must be emphasized that the temperature profile convergence scheme is based on matching the predicted solid-phase isotherms. Thus, certain (as yet undetermined) degree of independence from mass transfer and fluid motion effects can be expected.

Conclusions

A means by which weld geometry (weld width and depth) can be determined using known input parameters and on-side temperature has been developed. Comparison of predicted to real temperature is the means by which the model is forced to remain a faithful representation of the weld process. However, the "target" temperature profile used in its work were theoretically determined; there is as yet no guarantee that real temperature profiles look like those used. If they do not look alike then the temperature feedback algorithm may not be useful.

Although previous work indicates that the weld plant has a hot time constant [22], the speed of the algorithm is still a consideration. If real top-side temperature measurements stiffen further work, the algorithm should be streamlined, with consideration paid to the speed of basic operations.
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