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6.1800 Spring 2024
Lecture #14: “The Cloud” 
what even is it
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1978: flexibility and 
layering

link

network

transport

application the things that 
actually generate 
traffic

sharing the network, 
reliability (or not)
examples: TCP, UDP

1993: 
commercialization

1970s: 
ARPAnet early 80s: growth → change

OSPF, EGP, DNS

late 80s: growth → problems

policy routinghosts.txt

naming, addressing, 
routing
examples: IP

communication between 
two directly-connected 
nodes
examples: ethernet, bluetooth, 
802.11 (wifi)

TCP, UDPdistance-vector

routing

congestion collapse CIDR
(which led to congestion control)

today: turning our attention away from the Internet to 
datacenter networks. what’s different in this environment, and 
why does it matter?

CAIDA’s IPv4 AS Core,

January 2020


(https://www.caida.org/projects/
cartography/as-core/2020/)
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datacenter networks back many of the services you use every day
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datacenter networks back many of the services you use every day

multiple physical machines on a single rack
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datacenter networks back many of the services you use every day

https://community.fs.com/blog/different-types-of-server-rack-used-in-data-center.html
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we need a way to communicate across racks. we 
control this network, so we can design its topology

datacenter networks back many of the services you use every day
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we need a way to communicate across racks. we 
control this network, so we can design its topology

datacenter networks back many of the services you use every day
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question: are there any downsides to this particular 
topology?

datacenter networks back many of the services you use every day
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there’s no redundancy here; no backup path in 
case of a failure
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there’s no redundancy here; no backup path in 
case of a failure

datacenter networks back many of the services you use every day

X
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certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day
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certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day

top-of-rack 
switches
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certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day

top-of-rack 
switches

aggregate 
switches
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certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day

top-of-rack 
switches

aggregate 
switches

core 
switches



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology

datacenter networks back many of the services you use every day



Katrina LaCurts | lacurts@mit.edu | 6.1800 2024

certain topologies can add a lot of redundancy 
this is an example of a clos topology
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standard routing protocols will pick a single path 
and stick to it until something changes; multi-path 

routing can load-balance across paths

datacenter networks back many of the services you use every day
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standard routing protocols will pick a single path 
and stick to it until something changes; multi-path 

routing can load-balance across paths
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question: suppose we used round-robin scheduling to send packets from 
a single TCP flow across these two paths. what might happen?

datacenter networks back many of the services you use every day
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question: suppose we used round-robin scheduling to send packets from 
a single TCP flow across these two paths. what might happen?

datacenter networks back many of the services you use every day

e.g., imagine this switch round-
robins its packets between the 

two highlighted paths
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multipath routing can help us load-balance, but we need to be careful 
about how we divide traffic across the paths 

e.g., dividing a single TCP flow across multiple paths will make congestion control more difficult

datacenter networks back many of the services you use every day
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many datacenters use a centralized controller to manage 
routing and other things

datacenter networks back many of the services you use every day

multipath routing can help us load-balance, but we need to be careful 
about how we divide traffic across the paths 

e.g., dividing a single TCP flow across multiple paths will make congestion control more difficult
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each physical machine can host multiple virtual machines, which 
sometimes need to be moved around in the network

datacenter networks back many of the services you use every day
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each physical machine can host multiple virtual machines, which 
sometimes need to be moved around in the network 

datacenters need to decouple a VM’s name from its physical location in order to make this work

datacenter networks back many of the services you use every day
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because datacenter networks are under the control of a single 
administrative entity, we have a level of control over the network that 

we simply don't have on the Internet

datacenter networks back many of the services you use every day
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6.1800 in the news

https://www.nytimes.com/interactive/2024/03/13/climate/electric-power-climate-change.html
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link

network

transport

application the things that 
actually generate 
traffic

sharing the network, 
reliability (or not)
examples: TCP, UDP

1993: 
commercialization

policy routing

naming, addressing, 
routing
examples: IP

communication between 
two directly-connected 
nodes
examples: ethernet, bluetooth, 
802.11 (wifi)

CIDR

different networking environments give us different 
opportunities and impact applications in different ways

CAIDA’s IPv4 AS Core,

January 2020


(https://www.caida.org/projects/
cartography/as-core/2020/)

1978: flexibility and 
layering

1970s: 
ARPAnet early 80s: growth → change

OSPF, EGP, DNS

late 80s: growth → problems

hosts.txt TCP, UDPdistance-vector

routing

congestion collapse


