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Abstract

Dynamic Strategic Planning is an effective method for the development of rational policies for
the intelligent, effective development of technology or large-scale engineering projects.  It is:
• Dynamic in that it explicitly recognizes the risk and uncertainties necessarily associated with

any forecast about the future performance and acceptance of any technology, and thus the
need to build flexibility into the plan and to adjust the plan according to the events that occur;

• Strategic in that it seeks long-term benefits rather than myopic, short-term objectives; and
• Planning in that it develops a process to follow in order to achieve the best possible results

for the prevailing circumstances.

The paper describes the principles of Dynamic Strategic Planning, indicates specific methods
that are effective for carrying them out, and illustrates their use through application to the
formulation of policy on low-emission automobiles in the United States.
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Introduction

The intelligent development and effective implementation of major technological projects is a
highly complex task, calling on the utmost of our capabilities in engineering and science on the
one hand, and in management and policy on the other.

For example, the efficient operation of an electric power network requires a mastery of the
physical means of producing and distributing this power, of the pricing and marketing of this
service and of the regulatory process in which the system must operate.  Likewise, the
commercialization of new products requires the ability to design and manufacture these devices,
the capability to manage the supply chain of inventories and distribution, and the understanding
of how to work effectively with the labor force in a global economy.  In short, the strategy for the
development and implementation of technological systems -- the definition of technology policy
in short -- requires an integration of engineering and of the applied social sciences.

In this connection, systems analysis has made major contributions to the improvement of our
effective delivery of technological systems to our communities and clients.  Using models of both
the physical processes (such as production functions, simulations and technical cost models) and
of the responses of customers to the range of products and prices available (for instance models
of demand and of competitive behavior), systems analysis can guide designers to vastly
improved plans for the creation and operation of technological systems.  These achievements in
analyzing and improving complex systems have depended, of course, on the development of
powerful computers that empower analysts to carry out the necessary calculations in practice.

Since the beginning of systems analysis some 50 years ago, its theory and practice has been
improving significantly. [1]  Operations researchers are enhancing the wide variety of theoretical
methods to analyze complex systems; engineers are developing more accurate models of the
production and distribution processes; computer scientists are increasing our ability to use vast
quantities of information; and practitioners are still learning how to blend all these elements
together productively.  This remains a continuing process.

Systems analysis has meanwhile delivered enormous improvements in efficiency in many
processes.  In ways that were completely impractical a generation ago, for example, systems
planners and designers are now able to:
• Manage the generation and distribution of electric power over vast regions, changing prices

and deliveries minute by minute so as to optimize jointly the production and use of the
service -- a capability that is creating competitive markets for power and catalyzing the
deregulation of this service;

• Mass produce products according to the specific desires of the customers, by integrating
long-distance telephone or electronic orders with suppliers in various countries, who can then
ship directly to customers through integrated delivery services such as Fedex or UPS;

• Operate large fleets of aircraft efficiently by combining optimization of the dispatch of the
crews and aircraft, with variable pricing of the seats and space -- flight by flight and hour by
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hour -- so as to maximize the yields and, in a competitive world, to provide the services at
the prices and frequencies that best meet the collective desires of the passengers and
shippers.

Yet the use of systems analysis for the design of technological projects is still marked by a wide
range of significant failures.  While these arise from many sources, a large number of them are
attributable to the fact that the analyses have either not incorporated risks and uncertainty into
the process, or have failed to create plans with the flexibility to respond to these risks as they
occurred.

There are many examples of the failure of systems analyses to recognize risks and to
incorporate strategies for dealing with them into the plans.  A few suggest the situation:
• The nuclear power industry worldwide has not recognized the true extent of the uncertainties

and risks -- both technical and commercial -- of nuclear power. [2]  The result is an industry
characterized by massive investments that are uneconomical in a world now having both
large quantities of natural gas and the combined gas cycle technology to transform this fuel
efficiently into power. [3]

• The electric power company of South Africa, Eskom, optimized the size and design of its
plants, yet so ignored the market risks that within 15 years they had created 40% over
capacity in power generation meaning that about one-third of the available capacity could
have been shut down.  Despite this visible problem, the company was unable to halt the
further construction of facilities that had no immediate use. [4]

• The telephone company of France committed itself, on the basis of the most careful kind of
analyses, to the development of the Minitel communications system without building in the
capability to expand to more advanced platforms using improved architecture for the system
-- the result is a network that is virtually obsolete in the context of the Internet, and that
cannot in practice be adjusted to the new technical realities.

Dynamic Strategic Planning is the improvement to systems analysis that recognizes risks and
incorporates strategies for dealing with them into the plans.  As discussed in the paper, it
incorporates two key methodologies:
• Decision analysis, the procedures for organizing and evaluating efficiently the astronomical

number of possible different results (given the inherent uncertainties of markets and
competition) and the many choices for a design or a plan, taken at several stages in its
development [5]; and

• Real Options, the application of the options analyses (which have transformed the financial
markets) to the design of technological projects and systems. [6]

Dynamic Strategic Planning is a process that leads to the implementation of technological
projects the  flexibility to adjust easily over time to the actual situations and conditions as they
arise, either to avoid bad situations or to take advantage of new opportunities.  It leads systems
planners and managers to recognize the great value of flexibility in the design of technological
projects, and thus leads to demonstrable, substantial improvements in technology policy.
Specifically, it is a process that leads to a Dynamic Strategic Plan.

The Dynamic Strategic Plan defines a flexible development over several stages.  It commits only
to a first stage, and then proposes different developments in the second and subsequent stages.
A typical dynamic strategic plan for the expansion of a manufacturing venture would have the
form, for example, of:
• In the first stage, build a medium sized plant; and
• In the second stage, take different actions depending on the success of the venture observed

in the first phase, for example -- if sales are disappointing, close the plant; if sales are
satisfactory but not outstanding, keep operations going; and if sales are terrific, expand the
plant.
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A Dynamic Strategic Plan differs from a standard plan in that it is dynamic -- it adjusts over time
to actual situations.  Doing dynamic strategic planning is comparable to playing chess:  the
planner thinks many moves ahead, but only commits to one move at a time, retaining the
flexibility to adjust the game plan according to the events as they unfold.

The paper begins by tracing the evolution of systems analysis, to place Dynamic Strategic
Planning into context.  It then describes the methods of Dynamic Strategic Planning.  Finally, it
illustrates the application of these methods through a case study of their use in the formulation of
policy on low-emission automobiles in the United States.

Evolution in the Best Practice of Systems Analysis and Design

The best practice in Systems Analysis and Design has been undergoing major changes in the
last twenty-five years.  These reflect the continuously deeper understanding, among practicing
professionals, of the important issues for design.  They also build upon the expanding and
improving stock of computer-based models and methods.

The evolution in the best practice of systems analysis and design has so far exhibited three
major phases.  From the earliest to the latest, these are:
• Systems Optimization, which was the dominant theme in the 1970s;
• Decision Analysis, which became popular in the 1980s; and finally
• Dynamic Strategic Planning, which is the recent innovation.

These phases represent a logical sequence of intellectual understanding of the issues to be
faced in systems design.  A few words about them should thus clarify the rationale for the
development of dynamic strategic planning.

System optimization:  focuses on maximizing the performance that can be obtained from a set of
assets or productive facilities.  Its principal tools are the mathematical methods of Linear
Programming and its extensions such as Mixed-Integer and Integer Programming.  These are
complemented by other approaches such as Dynamic Programming and Geometric
Programming.  These methods operate over descriptions of the technological system and its
context, such as production functions describing the technically efficient levels of output for any
set of inputs; technical cost models defining the actual cost of different kinds of designs; and
computer based simulations of the operation of a system.  While the techniques of systems
analysis continue to evolve, all the basic elements were defined a generation ago, and have long
since been integrated into the basic education programs in schools of engineering and
management. [7]

Optimization is clearly a most important task.  Designers naturally want to know how to be
efficient, how to use their resources most economically and cost-effectively.  By good fortune,
linear programming and its variants can be and now are routinely applied to problems with tens
and hundreds of thousands of variables and constraints, such as the scheduling of a fleet of
aircraft and its crews scattered over dozens of bases.  Optimization has thus been applied
extensively and most effectively for many years. [8]

A major practical limitation of optimization techniques is that they require the system to be
described by a precisely defined set of conditions.  In some cases, for linear programming in
particular, it is possible to explore the sensitivity of the “optimum design” to restricted changes in
the defined set of conditions.  Overall however, the optimization techniques assume that the
condition of the system to be optimized is well-known.

The assumption that the system can be described precisely and accurately may be reasonably
valid over the short term, before significant changes have the time or occasion to occur.
Optimization is thus effective, and is most often applied, for the tactical management of



R. de Neufville Dynamic Strategic Planning for Technology Policy

5

operations in the relative near future.  But over the longer term -- over which designers need to
define their strategic plans -- the assumption that a technological system can be defined
precisely and accurately is almost certainly never valid.

Systems designers thus soon came to recognize that optimization is not a sufficient basis on
which to develop strategic designs for technological systems.  The conditions under which
systems have to function cannot be predicted with any accuracy over significant periods.  The
longer term forecasts are “always wrong” in that point estimates of future conditions only rarely
coincide with the actual conditions that will prevail. [9, 10,11] Optimizing the design for specific
conditions, while important, is therefore insufficient.  Risk must specifically be taken into
account.

Decision Analysis:  thus has gained popularity in recent years.  Decision analysis provides a
clearly structured, systematic method for recognizing risks and for evaluating the sequence of
choices that would be best for any particular set of eventualities.  It assumes that the system
designer knows how to optimize the design for any specific specification of the situation, and
focuses on the larger issue of how to integrate system optimization into the larger context that
acknowledges risk and uncertainty.

In detail, decision analysis provides the methods for:
• recognizing the risks and uncertainties associated with each possible choice in the design

and operation of a system;
• structuring the combination of design choices that can be made in stages as the system

evolves over time;
• evaluating these combinations to determine the best pattern of development of the system,

conditional on how the uncertainties in the system get resolved over time.

Decision analysis is, in most practical situations, the preferred method for examining the possible
consequences of different systems designs, considering the range of risks that might occur.
Many proprietary computer programs have been developed to help people structure and analyze
designs using decision analysis.  Decision analysis has thus been widely used to define an
optimal decision given the uncertain future.

It is crucial to recognize that decision analysis defines an optimal strategy  or policy, rather than
a fixed plan.  The analysis over two or more stages recognizes the value of flexibility, which
makes it possible both to take advantage of new opportunities, and to avoid difficulties that might
arise in the future.  The result of a decision analysis is thus, for example,  a recommendation
along the lines of:
• First select a particular system design for the first phase, and
• Then, in the second stage of development, choose to expand production if the market

uncertainties resolve favorably, but choose to limit the investment if the market develops
slowly or unprofitably, or to convert the plant to another product if the competition proves
excessive or the manufacturing uneconomical, etc.

Kimura’s analysis of the manufacture of silicon wafers in Japan illustrates the typical result of a
decision analysis.  The issue here was:  what technology policy should a new company adopt
about entering the silicon wafer market?  Kimura’s analysis had to recognize the enormous
uncertainties associated with the production efficiency a given company could achieve, the
range of possible efficiency and market positions that competitive companies might attain, as
well wide range of local and world prices for the products.  He used decision analysis to propose
that the best strategy for the company would initially be to invest in a medium size plant and sell
the product at a low price and then to expand the plant if production difficulties could be
overcome and the market grew favorably or to limit further investments if those conditions were
not fulfilled. [12]
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A complete decision analysis for a realistic practical situation takes enormous effort.
Considering the range of possible futures, corresponding to the many different possible
outcomes, in several periods, involves a huge number of possibilities, defined by the
combination of the number of sites at which investments can be made, the different sizes of the
facilities at each location, the number of combinations of price and quality for the product, and
the number of stages of development.  For example, the simple decision analysis for the
expansion of the airport for Mexico City -- which involves only 2 sites, of 4 different sizes, over 3
periods -- implied [{(2)exp. 4}exp. 3] = 4096 logically different possibilities. [13]  Efficient analysis
of this complexity takes considerable effort, and most recent developments in decision analysis
have focused on the development of computer methods for analyzing this complexity.

Decision analysis has two major limitations in terms of designing the most effective plans for
developing technology.  These are both linked to the method’s focus on defining the best choice
from a selection of alternatives.  This focus is too narrow for two reasons:
• The designer’s task is to create the best plan, not just to select from some menu of choices.

The designer needs to identify what choices to evaluate.  Specifically, the designer, in
recognizing that flexibility has value, needs procedures to value flexibility and define which
arrangements create the kind of flexibility that maximize the value of the investments.

• The definition of a technology policy normally results from the collective agreement of many
parties, for example the investors, the customers who might use the product, the workers
who may set limits on its production, government officials who may or may not support the
new technology, etc.  The definition of how a technology is developed is rarely a “decision”
that an individual or company can make.  The interests and perspectives of the major
stakeholders in the development have to be considered, and the analysis needs to reflect
this perspective.

Dynamic Strategic Planning:  is an effective method for designing and implementing new
technology or large-scale engineering projects.  It is the third and latest stage in the evolution of
Systems Analysis.  It features two new elements: the recognition that planners and designers
must (1) deal proactively with risk by identifying and building in the most valuable flexibility, and
(2) anticipate and deal with the interests and powers of the range of major stakeholders in the
consequences of the plan.

The strength of Dynamic Strategic Planning is that it deals explicitly and realistically with the two
critical issues that:
1. The future cannot be anticipated accurately, so that forecasts are typically quite different

from what actually occurs, and designers must build in the capability both to take advantage
of good opportunities and to avoid difficulties that arise; and

2. There cannot be a single “right” design or plan, since the choice of a policy depends on the
values of the different groups effectively participating in the decision -- this means that the
selection of a preferred plan for important projects realistically rests upon a negotiation
between the interested parties.

Analytically, Dynamic Strategic Planning incorporates, in the practical context of the
management and design of real projects, means to evaluate the flexibility built into designs,
specifically of what is known as “real options”.  These methods largely take off from techniques
recently developed to evaluate financial options and other derivative instruments traded on
stock-market exchanges.  The complexity and uniqueness of real systems however stretch the
theoretical capability of the formulas suitable for financial options, and the standard financial
analyses need to be adapted to the reality of technological planning. [14]  In practice, the
analysis of the value of the flexibility in a design, that is of the “real option”, is often most
conveniently calculated using decision analysis, which in any case provides the means for
analyzing the risks.
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Formally, in the sense of financial analysis and of “real options”, the definition to keep in mind is:
An Option is the right, but not the obligation, to take an action some time in the 
future, usually for a predetermined price and a given period.

Options can either be to:
• take advantage of an opportunity, to buy into a good situation -- these are known as “calls” in

financial analysis; or
• to get out of a bad situation or, as insurance, to be recompensed for some loss -- these are

known as “puts”.
In practice, options can either be purely contractual obligations, as in the financial markets, or
else “real options” because they are enabled by some physical part of the design. One example
of a contractual option is that companies can (at a price, of course) build “escape clauses” into
their contracts so that they can cancel them if this is best -- thus airlines typically have options to
cancel orders for aircraft from manufacturers.  A classical example of a “real option” is the dual-
use fuel burner for a power plant, a physical device that allows the electricity generator to switch
from one fuel (such as gas) to another (such a oil) when the switch is financially desirable.
[15, 16]

Dynamic Strategic Planning additionally incorporates, when applied to the largest issues in
technological development, procedures for presenting and dealing with the perspectives and
powers of the different participants in the definition of the technology policy.  These consist of
two elements:  laying out the consequences of the possible policies in terms of the
consequences of each of the major stakeholders in the decision, and then identifying points of
agreement and sufficient coalitions to establish and implement a policy.

The innovative aspect of Dynamic Strategic Planning is that it involves specific methods for the
above methods.  This paper cannot present these procedures in detail, but the reader can read
about them in detail in the references.

In many ways the development of Dynamic Strategic Plans which can respond to events as they
unfold, and that are thus “robust” against the range of eventualities is “common sense”.  This
overall approach has been advocated before [17],  however not with the specific methods
identified above for identifying either the most effective kinds of flexibilities or the possibilities for
stable, long-term patterns of agreement.

Overall, Dynamic Strategic Planning focuses on the implications, the consequences of applying
the above techniques of analysis.  It develops useful guidelines for action for the designers and
managers of complex systems.  It is:
• Dynamic in that it recognizes that in an uncertain and changing world it is important to have

flexible plans that can adjust to future conditions, instead of trying to identify an “optimum
plan” that will hold for any meaningful time;

• Strategic in that it properly takes the view that systems have to perform well not just in the
immediate, but over the long term; and

• Planning in that it does indeed develop a coherent set of guidelines for the system designer
or manager as to what should be done, and when and how it should be done.
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Methods of Dynamic Strategic Planning

Principles:  Dynamic Strategic Planning is based on six fundamental principles.  Three concern
the nature of the objectives of the plan, and three the evolution of the plan over time.

As regards the nature of the objectives of the plan, it recognizes that:
1. The elements of the plan should be technically efficient, that is that the analysis ought to

identify -- by optimization or simulation -- the production possibility frontiers, the sets of
designs which are Pareto optimal; however

2. There is no single right or optimal design, since the plan preferred by any group of
stakeholders depends on its own particular preferences (technically, the point of tangency of
the production possibility frontier with the highest isovalue line for that group); so that

3. The overall aims of the plan must necessarily result from a negotiation or political settlement
among the parties having a stake in the plan. [18]

The consequence of the above principles is to shift much of the attention of the planning process
away from optimization and modeling, and toward the need to negotiate a strategy for
implementation of large projects or new technology, among the interested parties.

As regards the evolution of the plan over time, Dynamic Strategic Planning recognizes that:
1. All forecasts can be expected to be wrong in significant ways, in the sense that what actually

occurs will differ significantly from what was originally predicted; so that
2. The plan should build in flexibility to deal effectively with the range of developments that

may occur; and
3. The desirable forms of creating flexibility can be identified using the methods of options

analysis, derived from modern financial theory, in particular the application of these methods
to real projects through what is known as “real options” in contrast to the financial or stock
market options. [6]

These six principles together define the combination of methods that define Dynamic Strategic
Planning.  These methods are the essential methods of traditional systems analysis and of
decision analysis, with the addition of procedures to evaluate different means of providing
flexibility and of identifying policies that could have a good chance of gaining and maintaining
the acceptance of the key stakeholders in the decision-making process.

Methods:  For expository purposes it is convenient to think that Dynamic Strategic Planning
involves 7 distinct categories of methods that together do the systems analysis, decision analysis
and ultimately define the plan.  These are:
1. Modeling:  The representation of the possible designs and of their consequences is the

elementary step.  The models basically are production functions that define the technically
efficient, that is the maximal outputs that can be achieved with any set of resources.  These
models can be analytic or statistical.  They are often most conveniently defined by computer-
based spreadsheets that manipulate the technical relationships and can provide the results
for any specified set of inputs.

2. Optimization:  In certain circumstances, in particular when the problem concerns the
transport of things across a network, it is possible to specify formal optimization procedures
that lead to precise answers for any set of conditions.  More generally however, the results
have to be obtained by simulations which can be achieved relatively easily through the
repetitive use of spreadsheet analyses.  The results in either case are cost functions which
define, based on the combination of the production function and the costs of the resources,
the cost-effective means for achieving any specified level of result.

3. Estimation of Probabilities:  The fact is that nobody can forecast the performance of any
system accurately, any meaningful time in the future.  This is because nobody can reliably
estimate all the parameters that define a technological system: the costs of resources
fluctuate, the performance of the system varies with age and as new technologies are
introduced, the loads on the system fluctuate and the desires of the customers shift, etc.  It is
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therefore necessary to estimate both the ranges of the key parameters and the likely
probability distribution of values of each important parameter over that range.  This is done
most naturally by consulting the historical record on the fluctuations when this is possible, or
by consulting expert opinion either directly or through the range of estimates available in the
literature.

4. Decision Analysis:  Given the assessment of the possible results that can be obtained for any
set of parameters (from the optimization) and the distribution of possible values of these
parameters under different circumstances (from the estimation of probabilities), it is possible
to structure a decision analysis of any set of choices.  Carrying out this analysis is instructive
in itself because it will indicate the kinds of flexible strategies that appear in a preliminary
way to be most attractive. This exercise then focuses attention on the possible kinds of
additional flexibilities to build into the plan.

5. Sensitivity Analysis:  Just as we know that it is impossible to forecast performance
accurately, we know that in general we cannot in general estimate the probabilities of
performance well.  Much of what we maybe concerned about, for example the future market
for a new product, is a one-time event for which we will not have any frequency patterns
from which to estimate.  Therefore, we must explore the sensitivity of the recommended
decisions generated by the analysis to alternative estimates of the probability.  We know that
if the probabilities of future events are different between analyses, the value of the
recommended decision will be different: the crucial question however is whether the
preferred action is itself different.  For example, we may really want to know whether to
choose technology X or Y.  A sensitivity analysis will allow the analyst to identify the range
over which a recommended action in the first stage of a plan is best.  The sensitivity analysis
is perhaps most easily done by means of the “data table” features of modern computer
based spreadsheets, that allow one to range over different values of probability easily.

6. Evaluation of Real Options:  Additional flexibility would always be advantageous -- if it were
free.  Building flexibility into a strategy however always costs, because it involves extra or
redundant capabilities, because it involves making smaller investments and missing out on
economies of scale, or because it causes delays and loss of benefits.  The questions thus
are: what is the value of the different forms of flexibility that might be added to the system?
and which ones justify their cost?  Estimating the value of the alternative forms of flexibility
is the task of the analysis of the “real options”.  Once these values are calculated, it is
possible to build these options into the decision analysis, and identify a set of the most
desirable dynamic strategic plans. [6, 14, 18]

7. Analysis of Implicit Negotiation:  Finally, an effective strategy for the development and
implementation of the technology policy must be defined.  This requires that we look at the
possible strategies identified in the previous steps from the point of view of the different key
stakeholders in the process.  Normally, what looks good from one perspective may not look
good from another (for example, the deregulation of telephone services may mean lower
costs globally, at the expense of higher relative costs for small customers and the loss of
jobs for employees of the telephone company).  Because key stakeholders affected by a
technology policy may have the power to block or subvert the implementation of the policy,
effective implementation of a policy means that we must identify compromises that will
compensate potential losers from a policy.  The final proposal for an effective technology
policy will result from a combination of this analysis of the implicit negotiation and of the
plausible strategic plans identified in the previous step. [18, 19]
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Case Study Application of Dynamic Strategic Planning

The United States, along with all the other major countries, must face the issue of what to do
about air pollution that comes from automobiles.  The basic question is:  What technologies or
control strategies should we implement?  This question has several dimensions, of course, such
as:
• Technical:  Which technologies are most cost-effective in lowering the pollution, both now

and later on as new technologies mature?  What is the appropriate path of technological
development?

• Economic:  How much money should be spent on reducing automotive air pollution?  What
can a nation afford?  What is worthwhile?

• Social:  How much do people in a specific country or region really care about pollution, in
contrast to other problems?  To what extent are they willing to be inconvenienced for the
sake of a cleaner environment?

Dynamic Strategic Planning provides a suitable basis for the design of the most appropriate
technological policy for reducing automotive air pollution in a region.  The issue is complex; the
outcomes of any choice cannot be forecast accurately given the uncertainties in the performance
of future technologies and the prices at which competitive fuels will be available; and the
acceptable policy will result from the interaction of the many interest groups that are concerned
with the pollution, the cost of the alternatives, the price and convenience of transportation -- that
is, nearly everyone.

The results of a dynamic strategic planning in this case illustrate the advantages of this
approach.  As indicated below, the results contrast strongly with the technological policy
previously set in the United States -- the mandate for electric vehicles -- both in substance and in
process.  The Dynamic Strategic Plan suggests that it is best:
• To focus attention on fuels, which can be introduced quickly to the entire fleet of

automobiles, and on hybrid vehicles -- rather than on electric vehicles as the technology of
choice; and

• To engage in a flexible process of implementation of the better technologies as they are
proven -- rather than to mandate electric vehicles.

The case analysis first of all uses a traditional systems analysis to identify optimal designs,
based on models of the technological possibilities for manufacturing and then powering
automobiles using different sources of fuel (electric batteries, alternative fuels such as ethanol or
methanol, and fuel cells as an alternative modes of transforming energy -- in addition to
traditional internal combustion engines powered by gasoline contingent on any assumed set of
preferences).  It then employs decision analysis and options theory to identify the consequences
of uncertainty and the kinds of options that add the most value to the design.  Finally, it
considers the peculiar situation of the United States to determine which particular plan might
most reasonably constitute a basis for acceptance by a broad range of decisions-makers,
powerful enough in the American context to achieve initial acceptance of the plan and then, most
importantly, to implement it.

Background:  For much of the 1990’s the most strongly debated part of the American policy on
automotive air pollution has been the mandate to build and sell large numbers of electric
vehicles.  This mandate was created by the State of California and then copied by the States of
Massachusetts and New York.

The mandate specified that as of 1998 2% of all new automobiles sold in California (and the
copying States) would have to be “Zero Emission Vehicles” or ZEVs, and that this fraction would
rise to 10% in the year 2003. [20]  In this context a “Zero Emission Vehicle” was defined as one
that did not emit any air pollutants from the drive train. [21]  Since no other technology was
practical in the 1990’s, ZEVs had in fact to be electric vehicles or EVs.
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As a result of this mandate, the American automobile manufacturers spent about 5 years and
hundreds of millions of dollars on developing electric vehicles to meet this mandate.  They had
to, if they wanted to sell cars in California, one of the largest single automobile markets in the
United States.

This technology policy has proved to be a disaster, both technologically and as far as meeting
the goals of reducing air pollution.  The commitment to the ‘electric vehicle’ technology was, in
the face of the numerous technological and market uncertainties, premature at best. Even
though demonstration electric vehicles may look attractive, the technology simply is not yet
ready for the mass market. [22]  General Motors has attempted, through a really major effort in a
most favorable location,  to establish a market through subsidized leases and guaranteed trade-
ins for defective vehicles, and has barely managed to place a few hundred electric vehicles
within the first year. [23]

Moreover, even if the number of car sales set by the mandate could be achieved, this policy
would have no discernible effect on the overall level of pollution in a region.  The high target that
10% of new vehicles in any year would be electric, in fact affects less than 1% of all vehicles in
the fleet since vehicles in the United States last about 13 years on average.  The effect of the
mandate under the best circumstances would be to keep up with the expected increase in
automotive air pollution due to the increase in the population and the amount of travel.

The mandate failed as a technology policy.  It failed because it:
• Was not based on any systematic analysis of what might be either realistically possible

technically, or acceptable to consumers -- let alone of how cost-effective it might be
compared to alternative policies;

• Omitted any realistic consideration of the risks inherently associated with the development of
new technologies or new markets, and thus did not make any provision to adjust the
mandate; and

• Did not consider how the mandate was to be made acceptable either to the producers who
would have to subsidize the electric vehicle fleet, or to the consumers that would have to use
these vehicles.

The Analysis:  An appropriate Dynamic Strategic Analysis should lead to much better technology
policy.  Improvements should be inevitable, just by avoiding the elementary flaws associated
with the policy that mandated electric vehicles for California in 1998.

This analysis focused on the question:  What is the most appropriate technology policy for the
United States as regards reducing automotive air pollution?  More specifically,  the question was:
What kind of policy toward alternative fuel vehicles should be followed, over the range from
none, through modest research and development efforts, to a full-scale implementation?

The analysis was done in a large-scale preliminary investigation conducted at the Massachusetts
Institute of Technology by a class of 45 post-graduate students working in teams, and using the
methods of Dynamic Strategic Planning described in the previous section.  It is described in that
order.

Several models were fundamental to the analysis.  They described the technological system.
The ones used were:
• Models of the performance of different possible vehicles, according to their design

characteristics.  From data on their source of power (type of batteries, fuel cells, gasoline)
and the material from which they were made (steel, aluminum, composite plastics), the
spreadsheet models development by the MIT Materials Systems Laboratory could estimate
both the cost of manufacture at different levels of production, and the performance through
nationally specified ‘drive cycles’ that specify the mixture of climbs and descents, stops and
starts.
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• Models to assess the pollution generated by the fleet of automobiles, so that the
consequences of different policies for reducing pollution could be determined.  This was
done through a cohort model which tracked the stock of vehicles from the moment they
entered the fleet, as they aged, to when the left the fleet by being junked or destroyed.

• Several small models to define the cost of the fuels, either of the liquid fuels (gasoline,
methanol and combinations) or the electric power for the battery powered cars.

The Optimization  was carried out by simulation.  Given the many non-linearities and
discontinuities in any realistic description of the system, none of the standard optimization
techniques could conceivably be applied to the system being considered.

Given any policy that specified the number and type of alternative fuel vehicles to be put on the
road, the models could estimate both the reduction of air pollution and the several measures of
cost -- to society as a whole, to consumers, and to manufacturers.  By ranging through many
different configurations -- a task that is relatively easy using the ‘data tables’ options of
spreadsheet programs -- it was possible to define the outer limits of performance, the production
possibility frontiers and the cost-effectiveness curves.

The results of the optimization depend, of course, on the parameters used to describe the
system.  The performance of an electric vehicle depends on the batteries, and the future
performance of these technologies might change rapidly over the next decade.  These results
then had to be placed into the context of a decision analysis, in order to get a balanced estimate
of the likely future performance of alternative technology policies with regard to the introduction
of alternative fuel vehicles.

The Estimation of Probabilities  of future performance were obtained from the literature on the
current capabilities of the various technologies, on their trends, and on the available opinions of
experts in the area.

To estimate these probabilities accurately, it is important to get a reasonable concept of the
range of possible outcomes.  This is particularly important because experts are demonstrably
overconfident [24] in their assessments, and reluctant to admit to how different the reality may
be from their forecast [9, 11].  Obtaining a reasonable range can be done in two ways, and is
best done by both consulting a wide range of knowledgeable persons, and reviewing the actual
range of variation over comparable past periods.

For the current case, the estimation of the ranges and probabilities of the future performance
focused on two key issues:  prospective improvements in batteries and in fuel cells.  These are
the key unknowns as regards any significant departure from vehicles propelled by internal
combustion engines.  These estimates naturally must depend on the level of effort devoted to
the improvement of these new technologies, and estimates were made of this relationship.

The Decision Analysis  was straightforward in concept.  It was basically structured around the
question of:  What level of funding ought to go into research and development of which
technologies over the next ten years, so as to maximize the improvement of air quality.

Several levels of funding were considered (low level laboratory research, medium level involving
industrial development of prototypes, and aggressive promotion of demonstration programs
involving hundreds of millions of dollars annually).  Several alternatives of investments in battery
electric vehicles, fuel cell vehicles, and hybrid vehicles were compared against the use of
methanol, ethanol and both conventional and reformulated gasolines.

The ten year planning period was divided into phases, based on the fact that intelligent
management of any development program requires one to revise goals and effort depending on
the previous results.  To limit the analytic effort required, only 2 periods were considered, but
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these were enough to provide the opportunity to exercise flexibility in the definition of the optimal
policy.

Figure 1 shows a portion of the decision tree used in the analysis.  Although it is conceptually
simple, it in fact provides a rich menu of possibilities.  In showing a representative view of the
number and complexity of the choices it is not practical to show the details of the probabilities
and the outcomes, unfortunately.

[Insert Figure 1 -- appended at end of text -- about here]

The Sensitivity Analysis recognized that all the estimates of the probability of future success of
future innovations were all speculative.  It was therefore important to test the robustness of the
results of the decision analysis to variations in these estimates.  The sensitivity analysis was
carried out by using the “data table” feature of the spreadsheet. This was particularly easy since
the Treeplan ® decision analysis software was a macro of Excel ®.

The Evaluation of Real Options was in this case carried out using decision analysis to estimate
the value of the real option.  Given the lack of statistical information on the evolution of
technology and of research and development programs -- in contrast to the wealth of information
available on the variation of the prices of commodities over time  -- this is generally the preferred
approach for complex technological systems. [14]

As regards the development of alternative fuel vehicles for the purpose of reducing air pollution,
the analysis made it clear that there was great value in focusing research on the “electrification”
of the automobile, that is on the design of more efficient ways to manage electric power in a car,
by using both bigger batteries and improved electronics. [25]

Investments in the “electrification” of the automobile would give us the option of developing
electric vehicles either powered by batteries or by fuel cells, should either of these technologies
develop sufficiently.  Moreover, they would have immediate payoffs in the performance of
conventional cars powered by internal combustion engines.  Many observers in fact think that the
complete overhaul of the electric distribution in conventional cars may be the next breakthrough
in automobile technology.

The Analysis of Implicit Negotiation is never an easy task.  The way that the major stakeholders
in a technology policy defend their interests and shape the eventual outcome is ultimately
contingent on specific personalities and events.  This is amply documented by the literature, in
particular as regards the evolution of technology policy for the development of alternative fuel
vehicles. [26, 27]

Nonetheless, it is possible to analyze the situation usefully in two major ways.  We can:
• anticipate the basic concerns and interests of the major stakeholders concerned with the

process, and thus anticipate what they will demand from the eventual negotiation; and
• determine both the sources of the power of each group, and the specific kinds of power they

can exercise.  See Figure 2. [28]

[Insert Figure 2 -- appended at end of text -- about here]

For example, any review of the debates over reducing air pollution from automobiles in America
should recognize that the agricultural interests in the Mid-West part of the United States are
concerned with the price of corn -- and thus see ethanol fuel as a major support for their
livelihood, and can demonstrate this power by their influence on a core bloc of votes in the
United States Senate.  Any technology policy concerned with  the intelligent development of
alternative fuels for vehicles in the United States must deal with this fact.  Although good
technical arguments for can be presented doing away with the ethanol programs in the United
States, no policy to do so will succeed unless it offers alternative ways to deal with the interests
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of the farmers who have been able to create a sufficient coalition of Senate votes to block any
such proposal in the past.

The analysis for our case examined both the consequences of alternative technology policies for
the major stakeholders in the process, and considered their core issues and strengths.  This
analysis was supported by simulations of the negotiation process, in which teams played out the
roles of the major stakeholders, and thereby kept the analysis focused on defining a technology
policy that would have a reasonable chance of success.

The Results:  The Dynamic Strategic Plan that resulted from this process is substantially
different from the mandate for electric vehicles that was attempted by California.  The
recognition of the risks and uncertainties in the future performance of such systems on the one
hand, and of the need to craft a technology policy that could be broadly acceptable to the public
on the other, led to what we believe is a much more productive proposal.

The proposed technology policy for the development of alternative fuel vehicles for the reducing
air pollution from cars has three main features. [29, 30]  These are:
1. A commitment to the creation of options, through a sustained investment in a range of

prospective technologies that each might, if matters turned out favorably, be the basis for a
new kind of automobile.  This contrasts sharply with the early commitment to a particular
technology adopted by California.

2. These research and development efforts should apply principally to capabilities which have
the broadest possible use, that is to platforms that enable several possible future
technologies rather than exclude these prematurely before the facts are in.  Specifically, the
effort should concentrate on the “electrification” of the automobile, on the range of means to
create and manage electric power in the car.  Together these efforts could advance much
improved vehicles of many sorts -- battery-powered electric vehicles, fuel-cell electric
vehicles, hybrid vehicles and even conventional vehicles powered by internal combustion
engines.

3. In the immediate, substantial attention should be directed to the further commercialization of
the use of cleaner fuels in conventional cars.  Small improvements in this regard can lead to
large reductions in the total level of air pollution, because they apply rapidly to all cars in the
fleet, not just to the few percent represented by a small fraction of the new cars sold.

Conclusions

Dynamic Strategic Planning appears to be an effective set of procedures for identifying strategic
plans for the development and implementation of technology policy.  It certainly provides an
important and necessary extension to the basic elements of systems analysis and operations
research, as regards the important issues of dealing proactively with risk and identifying the most
effective kinds of flexibility to introduce into the design of significant projects.
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