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within the parcels identified in the main (parcel-based) analysis
but not always vice versa. Indeed, a major strength of the parcel-
based method is that it can detect activations (e.g., the fusiform
face area) that are present in nearby regions in most subjects but
that often do not reach significance in a standard random effects
analysis because of insufficient overlap across subjects (31).
Another strength of the parcel-based method over the standard
group analysis method is that the former leaves some data out
for subsequent independent quantification of fROI responses,
whereas the latter method standardly does not.

Given the use of identical stimuli and a task matched for dif-
ficulty, there was no a priori guarantee that any brain regions
would respond more strongly in the physical inference task than in
the color judgment task. However, experiment 1 revealed a sys-
tematic set of regions that responds at least twice as strongly when
participants predict the physical outcome of a scenario than when
they judge visual information (color) in the identical scenario. No
difference in stimulus attributes could be responsible for the large
effects evident in Fig. 2D, but it remains possible that differences
in task content not related to physical reasoning per se drove the
larger responses to the physical task. The physical task required
mental simulation of what would happen next when the tower
tumbled, whereas the color task did not; a general process of
mental simulation (not specific to physical simulation) could be
driving responses in the candidate regions. In this respect, exper-
iment 1 is similar to a previous study that compared explicit
physical reasoning with social reasoning in the brain (9). That
study contrasted assessments of future physical outcomes with
assessments of present mental states, and as in experiment 1 here,
responses that they found could actually be because of prediction
more generally. Importantly, however, experiment 1 and our
subsequent tasks were designed to reflect the perceptual, action-
based nature of physical inference in daily life (for which humans
can be highly accurate), whereas the tasks used by Jack et al. (9)
were explicit physical reasoning problems more akin to those
studied by McCloskey et al. (20), for which observers show sys-
tematic errors. Similarly, another recent study by Mason and Just
(8) presented textbook-based physics concepts as a way to in-
vestigate the neural representation of abstract information that
must be learned through formal training. In contrast to these
studies, the tasks that we use here are designed to engage the kind
of intuitive physical inference that can be performed by preverbal
infants. The physical task in experiment 1 also demanded atten-
tion to the spatial locations of particular blocks, because the exact
arrangement determined how the blocks would fall. In the color
task, the positions of individual blocks were irrelevant. Thus,
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Fig. 2. Experiment 1 stimuli and results: physical vs. nonphysical judgments with
visually identical stimuli. (A) During scanning, participants viewed movies of

towers of blocks from the viewpoint of a camera panning around the tower.
On each block, subjects were cued to report either (i ) where more blocks
would land (red vs. green side of the floor) if the tower tumbled or (ii )
whether there were more blue or yellow blocks in the tower, ignoring white
blocks. (B) Group parcels for the physics > color contrast computed using one
run per subject. (C) Mean PSC in the blood-oxygen level-dependent response
for three example parcels based on independent data from those used to
define parcels and fROIs. Gray shading indicates the time during which the
movies were shown, and pink shading indicates the response period during
which a blank black screen was shown. Two videos with the same task in-
struction were shown per block; time courses show the full duration of one
block. All fROIs showed a robust response during the physics task but little
response to the color task. D shows mean PSC for all parcels. Response to the
physics task was significantly greater than response to the color task in every
parcel (t11 = 4.16, 4.50, 5.52, 7.84, 7.40, 8.55, 8.48, 5.58, 5.14, 8.33, and 3.75;
P= 0.0016, 0.00091, 0.00018, 8 × 10�6, 1.4 × 10�5, 3 × 10�6, 4 × 10�6, 0.00017,
0.00032, 4 × 10�6, and 0.0032 for P1L, P1R, P2, P3L, P3R, P4L, P4R, P5L, P5R,
P6L, and P6R, respectively; paired t tests). Error bars in C and D are the
bootstrapped SE across subjects. *Significant at q = 0.05 after false discovery
rate correction for 11 comparisons. (E) Group random effects map for the
physics > color contrast based on all data (two runs per subject).
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Fig. 4B shows the group parcels identified by the objects>
scrambled objects contrast. In addition to parcels that fell in
expected object-selective locations in visual cortex and along the
ventral temporal surface, five additional parcels (highlighted in
blue in Fig. 4B) appeared in locations that overlapped sub-
stantially with the candidate physics-responsive regions that we
found in experiments 1 and 2. To characterize the response across
all five stimulus categories within these parcels, we examined the
signal change within the independent, left-out data (odd runs).
The signal change in these parcels for the five stimulus categories
corresponded closely to the independently collected ratings of
physical content, falling in exactly the same order in three of five
parcels. Thus, within the candidate physics-responsive parcels, the
level of fMRI response to passively viewed movies is well-pre-
dicted by the richness of the physical content in those movies. In
addition to the object movies, the body movies elicited strong
positive responses across the candidate physics regions, which
might be expected given that physical constraints factor critically
into computational models for planning body movements (36),
and similar networks have been suggested as the neural substrate
of a physically integrated body schema (37).

These results show that the conscious, explicit effort to men-
tally simulate the physical behavior of the objects in a scene is
not required to robustly engage these regions. However, these
findings do not imply that physical scene processing necessarily
happens automatically all of the time, irrespective of a person’s
goals or attentional state. Indeed, in experiment 1, selectively
attending to the tower’s color and ignoring its physical stability
eliminated responses in the candidate physics-responsive re-
gions. Although passive viewing of physical scenarios is sufficient
to engage the brain’s physics engine, a demanding competing
task may be able to draw resources away, such that physical scene
content is processed less deeply or automatically. The results of
experiment 4 also do not imply that these brain areas do not play
a key role in the mental simulation of physical outcomes, but
they may do so in an online and automatic fashion, generating
expectations that guide behavior as the events in a scene unfold.

Experiment 4: Relationship to the Multiple Demand Network and
Motor Planning. The previous experiments used difficulty-matched
tasks (or in the case of experiment 3, no task at all). The fact that
the same set of physics-responsiveregions emerged consistently in
these difficulty-controlled experiments indicates that it is not just
general mental effort driving the responses in these regions. Still, it
could be the case that intuitive physical inference is carried out by
strictly the same domain-general cortical regions that contribute to
a wide variety of tasks, termed the multiple demand (MD) network
(38). Responses in the MD areas generally scale with task difficulty,
and this network is thought to provide a flexible problem-solving
framework that contributes to general intelligence (38). To test
whether the physics-responsive areas identified in the first three
experiments are the same as the MD network, we separately lo-
calized the MD network in the same 12 subjects who participated in
the first two experiments. During scanning, these subjects per-
formed spatial working memory and verbal working memory tasks
based on those in the work by Fedorenko et al. (27), which
contrasted hard (high-load) vs. easy (low-load) conditions (task
details are inFig. S1). Fig. 5A shows the pattern of response for
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Fig. 3. Experiment 2 stimuli and results: physical vs. social interactions.
(A) During scanning, participants viewed 10-s movies of dots moving around
arenas. The motion of the dots indicated either physical interactions or social
interactions, and in each case, the participant imagined where one of the
dots would travel during a 2-s period when it was invisible. ( B) Mean per-
centage change in the blood-oxygen level-dependent signal over the course
of a block for three example parcels. Data were analyzed within the same
individual subject ROIs defined in experiment 1. Two videos with the same
task instruction were shown per block during seconds 1 –10 and 14–23 of the
26-s block. (C) Only a subset of the parcels showed a stronger response during

viewing and imagining physical interactions vs. social interactions ( t 11 =
3.67, 5.57, 0.17, 4.18, 2.98, 2.63, 0.31, 0.14, 3.48, 2.07, and 2.02;P = 0.0037,
0.0002, 0.87, 0.0015, 0.012, 0.023, 0.76, 0.89, 0.0052, 0.063, and 0.069 for
P1L, P1R, P2, P3L, P3R, P4L, P4R, P5L, P5R, P6L, and P6R, respectively; paired
t tests). *Significant at q = 0.05 after false discovery rate correction for 11
comparisons. (D) Group random effects map for the physical interactions >
social interactions contrast. Note the significant social responses in
expected areas along the supe rior temporal sulcus.
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each task in the hard > easy contrast. The two tasks showed a
highly similar pattern of difficulty modulation across the brain,
despite the differences in stimulus content, reflecting the pre-
viously described domain generality of the MD network (38). This
pattern of response overlaps substantially with the areas that we
have found to be engaged by physical inference (44.7 ± 6.0% of
the voxels in the physical inference ROIs showed significant re-
sponses in both the spatial working memory and verbal working
memory contrasts) but also, seems to include additional cortical
areas that were not physics-responsive in our experiments. To test
the similarity of MD network responses and intuitive physics-re-
lated responses (that is, whether they are likely to engage identical
sets of areas, allowing for some noise), we computed the corre-
lation between the whole-brain working memory and physical in-
ference maps and compared the strength of this correlation with
the correlation between the maps for the two working memory
tasks and the correlation between the maps for the two physical
inference tasks from experiments 1 and 2 (Materials and Methods).
Fig. 5B shows these correlations: although we found a significant
correlation between the spatial pattern of activation for the physics
tasks and the working memory tasks (t11 = 5.13; P = 0.00033; one-
sample t test), the activation pattern was more similar between the
two working memory tasks (t11 = 2.87; P = 0.015; paired t test) and
between the two physics tasks (t11 = 3.04; P = 0.011; paired t test).
This pattern of results indicates that the physical inference-related
activations and the MD activations are similar to each other but
also, significantly different from each other.

More specifically, the physics-responsive regions seem to sit
within a subset of the MD network. What distinguishes this
subset from the rest of the MD network? Fig. 5C shows group
parcels for the MD network generated based on the hard > easy
contrasts from the spatial and verbal working memory tasks. The
parcels are colored to reflect the magnitude of the towers > color
contrast from experiment 1. The subset of the MD network most
strongly engaged by physical inference resembles the brain

regions discussed in the literatures on motor planning (39–43) and
tool use (44–46) [figure 1 in the work by Gallivan and Culham
(40) shows a meta-analysis]. This overlap points to the intriguing
possibility of shared functional neuroanatomy for physical scene
understanding and action planning. However, despite the ap-
parent overlap among brain regions previously implicated in
multiple demands, motor planning, and tool use, these litera-
tures rarely engage with each other and use different experi-
mental paradigms in distinct groups of subjects. As a consequence,
it is difficult to determine whether these literatures refer to the
same underlying neural system, and there is no straightforward
way to determine with which system (if they are, indeed, distinct)
the physical inference regions that we find are most closely asso-
ciated. To do so will require running multiple paradigms from all
three literatures in addition to physical inference paradigms within
the same subjects, a substantial undertaking. At present, we simply
note the striking overlap of physics-responsive regions and motor
planning/tool use regions and the intriguing possibility that phys-
ical inference and motor function are intimately linked in the brain.

Discussion
This study found that physical scene understanding engages a
systematic set of brain regions replicated across three studies: one
holding the stimulus constant and varying the task (a tower-falling
task vs. a color judgment task), one holding the task constant
(“what will happen next?” ) and varying the stimuli (which had
physical vs. social content), and one contrasting passive viewing of
engaging movies that contained extensive physical content (e.g.,
colliding objects) vs. nonphysical content (e.g., faces). This sys-
tematic pattern of activation across all three tasks includes bi-
lateral frontal regions (dorsal premotor cortex/supplementary
motor area), bilateral parietal regions (somatosensory association
cortex/superior parietal lobule), and the left supramarginal gyrus.
This pattern of activation cannot be explained by generic
task demands (because difficulty was matched across conditions),
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Fig. 4. Experiment 3 results: passive viewing of physical events. (A) We analyzed existing data from an experiment in which 65 participants passively viewed 3-s
video clips containing objects, bodies, scrambled objects, scenes, and faces. We separately obtained ratings from 30 workers on AMT who rated the degree of
physical content in the movies on a scale from one (least physical content) to five (most physical content) (Materials and Methods ). Bars show the mean physical
content rating for each of five categories; error bars are ±SE across subjects. (B) Group parcels generated based on an objects > scrambled objects contrast in one-
half of the data from each subject (runs 2 and 4). Five parcels, highlighted in blue, overlapped substantially with physics-responsive parcels identified in ex-
periments 1 and 2. (C) PSC plots for five highlighted parcels computed from data in independent runs (runs 1 and 3). The signal change in these parcels for five
stimulus categories corresponded closely to the independently collected ratings of physical content, with objects receiving the highest physical content ratings and
producing the largest signal change and faces receiving the lowest physical content ratings and producing the smallest signal change. Thus, within the candidate
physics-responsive parcels, the level of blood-oxygen level-dependent response to passively viewed stimuli is well-predicted by the physical content in the stimuli.
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inherent interest (because the opposite contrast produced extensive
activations in each case), or the spatial content of the physical tasks
(which were matched in experiment 2). Neither can this pattern of
response be explained by differential eye movements between con-
ditions: within the candidate physical inference regions, the physics
tasks produced stronger responses than a saccade task designed to
elicit maximal eye movement-related responses (Figs. S2 and S3).
Instead, this pattern of activation seems to reflect the process of
physical scene understanding itself, which generalizes robustly across
three tasks, each engaging different aspects of physical inference.

Although our data argue against the possibility that physical scene
understanding is carried out by a purely domain-specific system, they
also reject the possibility that physical inference is achieved by
completely domain-general mechanisms (physical and nonphysical
tasks were matched in difficulty, but we still found regions that were
preferentially engaged by physical tasks). Instead, we find evidence
for the third possible outcome proposed in the Introduction: brain
regions exist that are preferentially engaged by physical inference
over and above other similar and equally demanding scene un-
derstanding tasks (a physics engine in the brain), those regions are
systematic across subjects, and they overlap with areas to which other
functions have been previously attributed (namely motor action
planning, tool use, and general problem-solving).

Does it make sense to talk about “ the brain’s physics engine” if
these same regions are also engaged in other planning and problem-
solving tasks? Consider an analogy with the GPUs that are now
integrated into many computers. The highly parallel architecture of
GPUs was originally motivated by the demands of graphics-
intensive computing applications, but GPUs have since become in-
dispensable for other applications, such as computer vision, deep
neural network training, and indeed, real-time approximate physics
simulation in computer games. An examination of the resource use
of a computer would find that the GPU is active during all of these
tasks and others that share similar computational demands. Thus,
the same GPU hardware can serve as a physics engine, a graphics

engine, a computer vision engine, and so forth—although it is not
engaged by many other software applications, such as databases,
word processors, or spreadsheets; it is not a completely general
system, and it is not especially engaged in memory- or language-
intensive processing. We propose that this analogy extends to the
network of brain areas reported here, which are active for a set of
tasks that shares similar computational demands and serves as a
physics engine in the context of physically rich visual input or
task demands.

What are those shared computational demands underlying
physical inference, motor planning, and tool use that might lead
to shared cortical systems? One possibility is that the ability to
plan actions presumes a physical model of the world. Applying
the correct force when grasping an object requires knowledge of
the object’s weight, its slipperiness, how much it will deform
when grasped, etc. Clinical findings support this idea. Patients
with acquired deficits in the ability to use familiar tools (apraxia)
are sometimes also impaired in the ability to infer how a novel
tool can be used based on its structure (essentially, an intuitive
physics task) (47, 48). The loci of brain damage in such patients
closely resemble the family of regions that we find to be engaged
in physical inference. A second possible reason for the apparent
overlap of physical inference activations with action planning/
tool use regions is that we learn about the physical environment
through interaction with it; learning about causality in infants is
accelerated when they are enabled to engage in causal inter-
ventions at a younger age (49). Although it may be that physical
inference necessarily involves some degree of covert action or
motor imagery, we strove to minimize the motivation for motor
imagery in experiments 2 and 3. Indeed, we saw the same set of
action planning regions engaged when participants viewed highly
simplified stimuli that had no 3D cues indicating how to interact
with them (experiment 2) and when participants passively viewed
movies and no action or judgment was required (experiment 3).
Thus, a mental physics engine may be built into our brain’s
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Fig. 5. Experiment 4 results: the relationship between physics-responsive brain regions and the MD network. (A) Group random effects (RFX) maps for the
hard > easy contrast in the spatial working memory (spatial WM) and verbal working memory (verbal WM) tasks (task details are in Fig. S1). Voxels shown in
the group RFX maps are significant after false discovery rate (FDR) correction at q = 0.05. (B) Correlation of the whole-brain pattern of blood-oxygen level-
dependent response between pairs of tasks expressed as a proportion of the maximum possible correlation (Materials and Methods ). Patterns of response for
the spatial working memory and verbal working memory tasks were significantly more strongly correlated with each other than with the physics tasks.
Likewise, patterns of response for the towers task and the dots task were significantly more strongly correlated with each other than with the working
memory tasks. (C) Group parcels generated based on a hard > easy contrast in the spatial working memory and verbal working memory tasks shown for the
left hemisphere. Parcels were generated by taking the intersection of the significant voxels for the two tasks within each subject using one-half of the data
from each subject (run 2). The color of each parcel reflects the magnitude of the experiment 1 towers > color contrast within that parcel.
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