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Chapter 1

Preface

Howdy dear reader, Larry, and Shengwen. This document (in progress) will include notes for SPUR 2022: Summer
Program for Undergraduate Research in mathematics. These notes are unpolished, and are meant to be. When
I first started research last summer (with Larry as well), I found it weirdly discomforting I didn’t know what
mathematics research was. In fact, even after finishing that project, I still don’t quite get what research feels
like/should feel like. So, I have been keeping active notes as I work through readings suggested by Shengwen and
Larry, and hope that one day this can prove useful to some (if not myself). It also gives a nice direct way to update
Larry and Shengwen about the progress I have made thus far, and creates a running list of questions to potentially
try and answer as the summer progresses. Before jumping into the actual research/readings/etc., I first want to
start by introducing the concept of the project I am working on, suggested by Larry and Shengwen.

Suppose you have a subset Ω ⊂ Rn and a k-dimensional subspace P . If it helps, I like to picture a blob in
R2, and a line. We want to consider the projection (or the shadow) of the blob onto the subspace. What is the
‘dimension’ of this projection πP (Ω)? While this question may not make full sense by the linear algebra definition
of dimension, used to define the subspace, it should make sense that the projection shouldn’t have a dimension
larger than either the space you are projecting onto, or the dimension you started with. This would be like if the
shadow of your blob in R2 became a 3D object– it just would be weird. So, loosely, it is clear that

dimπP (Ω) ≤ min(k,dimΩ).

In fact, Marstrand’s projection theorem states that

dimπP (Ω) = min(k, dimΩ)

almost all of the time! To see why it isn’t always true, suppose your subset Ω was a line through the origin and
your subspace was the line perpendicular to that. But still! It is cool that this intuitive concept is valid!

But how do we define the dimension of a general subset of Rn? The answer lies in Hausdorff dimension, which
is the first part of the Pre-Project notes.

You may also be asking yourself: why is my project based on something already known? The idea of the project
is to reprove Marstrand’s projection theorem using something known as the high-low method. This in essence
pushes a subset of the physical space to the frequency space using the Fourier transform to make estimates there. I
don’t yet fully understand this method yet, but once I do I will come back and update this preface to give a general
idea behind it! I am sure it will be very neat.

Trying to solve/prove things already known in new ways is vastly useful in mathematics. It can give a new way
to visualize a problem to get to the heart of the answer, and to apply the concept to already existing problems!
If I finish reproving this theorem before the end of SPUR, then I will try to apply the work done here to an open
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conjecture in mathematics, concerning the dimension of the set of subspaces such that

dimπP (Ω) < min(k,dimΩ).

This set is known as the exceptional set. There is an idea behind how ’large’ this set should be but I currently
don’t know very much about it, so again, if I get to this in the project, then I will come back and update this
preface to give an idea behind the conjecture!

Until then, I hope you enjoy looking over these notes and learning a bit behind how research in mathematics
and analysis actually works! I hope I will learn so as well.

Best,
Paige, circa June 13, 2022
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Chapter 2

Pre-Project

2.1 May 23-29

2.1.1 May 23-24
Hi Larry and Shengwen! To catch you up to speed Shengwen, last summer when I was doing research with Larry
and Yuqiu, I kept a track of notes over LaTeX in order to keep communications over, and this really helped keep
track of ideas and problems I was working on. You can find this set of notes here if you are interested. I figured I
would start the same for the SPUR project, at least while working remotely in California!

So, last I spoke with Shengwen we discussed readings to start looking at for the project. The first recommenda-
tion is Mattila’s Fourier Analysis and Hausdorff Dimension (2015) [M]. This is available online over SpringerLink
here, so I have started on the specific suggested readings (SS2.2, 2.5, and Chapter 4). My goal is to finish reading
these sections by the end of tomorrow (May 25).

Below are my notes so far on these sections and questions that came up. I also read through Chapter 1 and
§2.1 to understand the bigger picture of the text a bit more, as well as get used to some of the notation.

Chapter 1: Introduction

• Measures with compact support in A ⊂ Rn (Borel measurable) is denoted M(A).

• Frostman’s Lemma states the Hausdorff dimension of A (dimA) is

dimA = sup {s ∈ R | ∃µ ∈ M(A) : µ(B(x, r)) ≤ rs ∀x ∈ Rn, r > 0} .

• The s-energy of µ is

Is(µ) :=

∫∫
|x− y|−s dµxdµy.

With this definition in hand, we will later show that

dimA = sup{s ∈ R | ∃µ ∈ M(A) : Is(µ) <∞}.

• The Riesz kernel, ks(x) = |x|−s, gives us that

Is(µ) =

∫
ks ∗ µdµ.

We will define the convolution between functions and measures soon. For 0 < s < n, k̂s = γ(n, s)kn−s where
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γ(n, s) is a positive constant. Hence, Parseval’s Identity gives us that

Is(µ) =

∫
k̂s|µ̂|2 = γ(n, s)

∫
|x|s−n|µ̂(x)|dx.

Hence,

dimA = sup

{
s ∈ R | ∃µ ∈ M(A) :

∫
|x|s−n|µ̂(x)|2 dx <∞

}
.

• We denote the one-dimensional Lebesgue measure to be L1.

Question 1. How should I/How can I start to picture dimA more concretely?

Question 2. What is the meaning of one-dimensional Lebesgue measure? Is it just a way to say that Pe(A) is
one-dimensional without reminding the mathematician reading/writing?

Question 3. Does the s-energy originate from somewhere before the study of Frostman’s Lemma etc? By the
terminology, it sounds like a term originating in mathematical physics.

Part I: Preliminaries and some simpler applications of the Fourier transform
Chapter 2: Measure theoretic preliminaries
§2.1: Some basic notation

§2.1 mostly gave a lot of notation which will be useful, and thus is listed below:

• diam(A) := d(A)

• A◦ := Int(A)

• spt f := supp(f)

• χA: Characteristic function on A

• Ln := Lebesgue measure on Rn

• α(n) := Ln(B(0, 1)); σn−1:= the surface measure
on Sn−1 = {x ∈ Rn | |x| = 1}

• δa:= the Dirac delta function

• C(X);C+(X): continuous functions onX and pos-
itive continuous functions respectively

• C0(X);C+
0 (X): continuous compactly supported

functions on X and positive continuous compactly
supported functions respectively

• Ck(X);Ck
0 (X): k-times differentiable functions on

X and k-times differentiable compactly supported
functions respectfully

• C∞(X);C∞
0 (X): smooth functions on X and

smooth compactly supported functions

It still feels generally unclear why we want to distinguish different Lebesgue measures on Rn, though perhaps it is
just to be extra clear in proofs/definitions.
§2.2: Borel and Hausdorff measures

§2.2 had much more new information, so I will be a lot more clear in definitions here.

Definition 4 (Borel measure)
A Borel measure is a measure, µ, in which Borel sets are measurable and Borel regular i.e. ∀A ⊂ X, ∃B
Borel such that A ⊂ B and µ(A) = µ(B). A Borel measure is locally finite if compact sets have finite measure.

We define the support of a measure as the smallest closed set F such that µ(X \F ) = 0. We define the restriction
of a measure to a set A by

µ
∣∣
A
(B) := µ(A ∩B).
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Question 5. At least in the online copy I got through the MIT libraries, for some reason the Mattila seems to use
a ‘L’ shape here instead of the ‘regular’

∣∣ notation for restriction. Does this have a clear advantage?

Given f : X → Y , we define the pushforward of a measure f# by

f#µ(B) := µ(f−1(B)) ∀B ⊂ Y.

It is a Borel measure if µ is a Borel measure and f is a Borel function. Equivalently, for all g Borel functions
nonnegative on X, ∫

g df#µ =

∫
g ◦ f dµ.

We say µ is absolutely continuous with respct to ν if

ν(A) = 0 =⇒ µ(A) = 0.

We denote this µ≪ ν. Furthermore, µ and ν are mutually singular if there exists a borel set B ⊂ X such that

µ(X \B) = ν(B) = 0.

Notation 6
We have the shorthand

gµ(B) :=

∫
B

g dµ.

Thus, µ
∣∣
A
= χAµ.

Definition 7 (Hausdorff measure)
We define a Hausdorff measure Hs for s ≥ 0 as

Hs(A) = lim
δ→0

Hs
δ(A)

where, for 0 < δ ≤ ∞,

Hs
δ(A) := inf

∑
j

α(s)2−sd(Ej)
s | A ⊂

⋃
j

Ej , d(Ej) < δ

 .

Here, α(s) is a fixed positive number.

If s is an integer, α(n) is the volume of an n-dimensional ball with α(0) = 1. Thus, in Rn, Hn = Ln. If s is not
an integer, α(s) is insignificant.

Question 8. When Mattila says "α(s) is insignificant", does he mean that we can let α(s) be anything? Or is
there a smooth interpolation between volumes of n-dimensional balls?

Definition 9 (Hausdorff dimension)
We define the Hausdorff dimension of A ⊂ Rn as

dim(A) := inf{s | Hs(A) = 0} = sup{s | Hs(A) = ∞}.
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Exercise 10. Show that Hs(A) = 0 ⇐⇒ Hs
∞(A) = 0.

Given the above exercise (which I am considering trying to show), we get that

dim(A) = inf

s | ∀ϵ > 0∃E1, E2, · · · ⊂ X : A ⊂
⋃
j

Ej and
∑
j

d(Ej)
s < ϵ

 .

Question 11. I asked this earlier after reading Chapter 1, but how can I picture the Hausdorff dimension? It feels
like an unintuitive definition.

If we restricted the Ejs to be balls, then we would get the spherical Hausdorff measure.

Definition 12 (Orthogonal group)
The Orthogonal group, O(n), of Rn is the set of linear maps g : Rn → Rn such that

g(x) · g(y) = x · y ∀x, y ∈ Rn.

Then, σn−1 is defined up to a constant (under multiplication) by

σn−1(g(A)) = σn−1(A) ∀A ⊂ Sn−1, g ∈ O(n).

Question 13. I can see why this show be true; we want the surface measure on Sn−1 to be the same up to isometry
(which is essentially what this is saying), but I don’t see why this results in a unique (up to constant) measure.

In any case, this implies that there exists a unique Haar probability measure θn. In other words, θn is the
unique Borel measure on O(n) such that θn(O(n)) = 1 and

θn({h ◦ g | h ∈ A}) = θn({g ◦ h | h ∈ A}) = θn(A) ∀A ⊂ O(n), g ∈ O(n).

Question 14. Perhaps this is unimportant, but I am slightly interested in why this unique Haar measure is known
to exist. Is it essentially the Riesz representation theorem?

Thus,

θn({g ∈ O(n) | g(x) ∈ A}) = σn−1(A)

σn−1(Sn−1)
∀A ⊂ Sn−1.

§2.4: Weak Convergence
I did read through this relatively closely, but as far as I can tell, for now the most important parts will be the

definitions of convolution.

Definition 15 (Convolution)
Suppose that f, g are functions, and µ, ν are Borel measures. Then,

f ∗ g(x) =
∫
f(x− y)g(y) dy

f ∗ µ(x) =
∫
f(x− y) dµy∫

φd(µ ∗ ν) =
∫∫

φ(x+ y) dµxdνy ∀φ ∈ C+
0 (Rn).

7



§2.5: Energy-integrals and Frostman’s Lemma
Finding lower bounds for Hausdorff measures and dimension can be a really tricky problem. Frostman’s Lemma

transforms this problem to finding measures with good upper bounds for measures of balls.

Question 16. Why is this new problem any easier to solve?

In this book, Mattila only explores Frostman’s Lemma for compact sets, as any Borel set A with Hs(A) > 0

contains a compact set C with 0 < Hs(C) <∞.

Theorem 17 (Frostman’s Lemma)
Let 0 ≤ s ≤ n. For A ⊂ Rn Borel, Hs(A) > 0 if and only if ∃µ ∈ M(A) such that

µ(B(x, r)) ≤ rs ∀x ∈ Rn, r > 0. (2.1)

In particular, dimA = sup{s ∈ R | (1.1) holds}.

A measure satisfying (1) is called a Frostman measure. I need to reread through the proof of Frostman’s
Lemma more closely before I fully get it. The general idea follows a similar proof method to that used in 18.118:
constructing a sequence of measures that weakly converges to a measure with the properties we want. However, the
proof also used dyadic cubes, which I currently lack the intuition for (fully). Perhaps it would be worth meeting
and talking about the proof? I can try and find another proof of Frostman’s Lemma in the meantime and see if I
understand it better. After I understand Frostman’s Lemma better, then perhaps the rest of §2.5 will make overall
more sense. In the meantime, I do have some questions:

Question 18. What is d(sptµ)? As far as I can tell, its the minimum r value such that µ(A) = 0 for A ⊂ (B(0, r))c.

Question 19. Using Frostman’s Lemma, how can one picture Hs(A)? Perhaps this will help illuminate how to
visualize Hausdorff measures and dimension.

More updates to come tomorrow as I read through Chapter 4 and explore other proofs of Frostman’s Lemma.

2.1.2 May 25
My plan for today was to read through Chapter 4 and explore other proofs of Frostman’s Lemma. I start by reading
through Chapter 4. Notes included below.

Chapter 4: Hausdorff dimension of projections and distance sets
§4.1: Projections

We define the projection Pe for e ∈ Sn−1, n ≥ 2,

Pe : Rn → R, Pe(x) = e · x.

Then, it follows that
dimPe(A) ≤ dimA ∀A ⊂ Rn.

Exercise 20. Show Pe is Lipschitz, and show that if f : Rn → R is Lipschitz, then

dim f(A) ≤ dimA ∀A ⊂ Rn.
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Theorem 21
Let A ⊂ Rn is Borel and let s = dimA. If s ≤ 1 then

dimPe(A) = s σn−1 almost all e ∈ Sn−1.

If s > 1, then
L1(Pe(A)) > 0 σn−1 almost all e ∈ Sn−1.

In the proof that follows, I understand the calculation of µ̂e, but mildly find the results that follow confusing.
Perhaps it would be worth writing this proof out carefully using the sections they reference in this part of the
proof. The main part I found confusing was γ(t, ℓ) in calculating the integrals, though this seems to just be some
notation I am missing.

Ultimately, what they are showing is that for 0 < t < s, the t-energy of the pullback of the measure (i.e. t

energy of the projection) is finite. Hence, s = sup{s ∈ R | ∃µ ∈ M(A) : Is(µ) < ∞}. I don’t see why we need to
take a sequence of ti’s though such that ti → s to finish this proof however.

The second part of the proof shows that µe is absolutely continuous with respect to L1, so given µe ∈ M(Pe(A)),
µe(A) > 0 =⇒ L1(Pe(A)) > 0.

Theorem 22
Let A ⊂ Rn be Borel, dimA > 2. Then, Pe(A) has non-empty interior for σn−1 almost all e ∈ Sn−1.

It seems unclear to me that this should be the case. Perhaps ultimately working on Hausdorff dimension
calculations a bit more will help me gain a better intuition behind this theorem. Nonetheless, reading through this
proof helped highlight a general approach to these problems; to use that dimA > 2 in some way, take 2 < s < dimA

to imply theorems about the projection.

Remark 23. I particularly like how Mattila structures some of the statements in this book; it feels particularly
personal. "I do not know any proof without Fourier transforms for this theorem", and "For a proof of the previous
theorem without Fourier transforms, see Mattila [1995]". It provides a lot of interesting insight into theorem proofs
that would take me forever to figure out.

I am mildly interested in how Besicovitch sets can be used to show the bound in the above theorem is sharp,
though this is much further into this book.

Theorem 24
Let A ⊂ Rn be Lebesgue measurable and let µ ∈ M(A) with µ(A) = 1 and I1(µ) <∞. Then,∫

L1(Pe(A)) dσ
n−1e ≥ γ(n, 1)σn−1(Sn−1)2

2I1(µ)
.

Again, the proof of this theorem feels relatively straightforward (at least in calculation), but I don’t get intuitively
why this lower bound makes sense to consider. Is there geometric intuition behind this lower bound?

Question 25. Is this lower bound sharp?
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§4.2: Distance sets

Definition 26
The distance set of A ⊂ Rn is

D(A) = {|x− y| | x, y ∈ A} ⊂ [0,∞).

It was interesting to read about the conjectures that are still open in this section. It was also useful to note the
use of splitting integrals into distinct intervals to make general estimates.

Example 27
For n ≥ 2, 0 < s < n/2, there exists a compact set C ⊂ Rn with dimC = s and dimD(C) ≤ 2s/n.

The proof makes a more general version of a Cantor set in Rn with dimension s, which is interesting but begs
the question

Question 28. What is the Hausdorff dimension of the Cantor set? Can you make a Cantor set of any dimension
in [0, n/2)? The above proof seems to imply this is the case.

§4.3: Dimension of Borel rings
This section was interesting to read through (if nothing else because it was easy to follow the general structure

of the proof. I am interested in doing some more investigation into Borel rings themselves.

Question 29. Is a Borel ring just a Borel set that is also an algebraic subring? Why does this ring make sense to
consider if so? Is there an example or intuition behind why to study this sort of structure?

2.1.3 May 26
Larry got back to me this yesterday (5/25) regarding Question 1, suggesting that I work through some specific
examples of Hausdorff dimension on sets. Specifically, he recommended the following:

Exercise 30. Calculate the Hausdorff dimension of

1. Rn (he says it should be n which makes sense)

2. the Cantor set (see Question 28)

3. Q (I believe this should be 0 as it is countable).

I started to work through Exercise 30 below, before a meeting with Shengwen scheduled for this Friday 4pm EST.

Remark 31. I later found out that my general approach to this exercise, while useful for gaining intuition into
Hausdorff dimension, is not correct. Specifically, I constructed covers that led to the results I was looking for, but
I need to calculate the Hausdorff measure for all open covers (or at the very least calculate when it is/isn’t infinite
or zero.

Let’s first consider the example of R to start. Consider intervals Ej of diameter 1
n covering R. We know that

this can cover R, as ∑
j

diam(Ej) =
∑
j

1

n
diverges.
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We can be more explicit in this construction placing the intervals 1
2n apart, making it a countable cover, but is (at

least not clearly) unnecessary. Then, notice that

∑
j

α(s)2−sd(Ej)
s = Cs

∑
j

1

ns
=

diverges, s ≤ 1

converges, s < 1

as it is the classic p-series infinite series. Hence,

dim(R) = sup{s ∈ R | Hs(R) = ∞} = 1.

For Rn in general, you can similarly consider balls of diameter (1/n)
1
n .

Furthermore, the dimension of Q is 0 as it is countable, which follows as if we write Q = {qi | i ∈ N},

0 ≤ dim(Q) ≤
∑
i

dim(qi) = 0

as the Hausdorff dimension of a point is 0.
I wasn’t able to completely finish the Cantor set example suggested, but I imagine it has to do with powers of 2

and 3. This intuition from the fact that the Cantor set can be written as the intersection of sets with 2n intervals
of length 3−n and the Cantor set is compact. Hence, given an open cover, there exists a finite subcover, and we
can find a refinement {Ej} of the cover with 2n intervals of diameter 3−n. Hence, we should get something along
the lines of

Cs

2n∑
j=1

diam(Ej)
s = Cs

2n∑
j=1

1

3ns
= Cs

(
2

3s

)n

.

Hence, the supremum of the s that makes infinite is an upper bound for the Hausdorff dimension of the Cantor set.
However, I need to figure out 1) what s does this, and 2) this doesn’t actually give us the Hausdorff dimension.

Therefore, I imagine there has to be a better approach to these problems that do not involve constructing a
specific open cover/refinements. I will discuss this with Shengwen tomorrow.

In the response from Larry, he also answered Question 3. He stated the following:

The s-energy is somewhat inspired by potential energy in physics. The potential energy from two masses
m1 and m2 located at x1 and x2 is −Gm1m2|x1−x2|−1. Here G is the gravitational constant appearing
in the formula for the gravitational force. The potential energy of a continuous mass distribution with
density µ(x) is then given by an energy type integral.

I have heard a lot of different mathematical terms used in physics/chemistry recently in 18.118 and analysis in
general. This includes potential energy, entropy, and Gibb’s free energy. Is there a mathematical physics class at
MIT that explores these various intuitive/useful concepts in a measure theoretic sense? It would be really cool
to learn more about these various ideas in detail but I don’t know where I would find out more about this. Or,
perhaps it would be interesting to write an expository paper on various concepts like this. However, of course, this
will have to wait until after SPUR.

2.1.4 May 27-29
Today was the day! I met with Shengwen to discuss the readings he suggested, work on Exercise 30, and answer
questions I asked in these notes. I will first type out the details regarding the exercise, and then respond to questions
asked throughout the notes so far.
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Remark 32. As is often the case in mathematics, there are numerous questions I have asked here that I doubt
will be answered, either for lack of time, motivation, or use to this specific project. Nonetheless, I find it is useful
to have a track of questions that have come up, and thus I am writing them down here!

So, initially when working on Exercise 30, I started by consider R instead of Rn. However, Shengwen suggested
we start off even smaller, considering the following example:

Example 33
Show that the dim([0, 1]) = 1.

Proof : To do so, we can show that for all s < 1,

Hs([0, 1]) = ∞.

We use the following properties of [0, 1]:

[0, 1] = [0, 1/2] ∪ [1/2, 1]

[0, 1] = 2[0, 1/2]

[1/2, 1] = [0, 1/2] + 1/2.

Hence, by translation invariance of the outer measure Hs and scaling arguments, we get that

Hs([0, 1]) = Hs([0, 1/2]) +Hs([1/2, 1])

= 2Hs([0, 1/2])

=
2

2s
Hs([0, 1/2]).

If s < 1, then 2
2s > 1 =⇒ Hs([0, 1]) = 0 or ∞. I claim that Hs([0, 1]) ̸= 0. To see this, note that for t < s,

Ht(A) ≤ Hs(A) for all Borel measurable sets A. This is as the measure is monotonically decreasing with respect to
s. Furthermore, Hn = Ln in Rn (as stated on page 14 of the Mattila). Therefore, H1([0, 1]) = 1, so Hs([0, 1]) ̸= 0

for s < 1.
Thus, for all s < 1, Hs([0, 1]) = ∞. Note again by monotonicity, it also follows that for all s ≥ 1, Hs([0, 1]) <∞.

Therefore,
1 = sup{s ∈ R | Hs([0, 1]) = ∞} = dim([0, 1]).

Example 34
Similarly, show that dim([0, 1]n) = n.

Proof : For all s < n, we similarly get that

Hs([0, 1]n) = 2nHs([0, 1/2]) =
2n

2s
Hs([0, 1]) =⇒ Hs([0, 1]n) = 0 or = ∞.

A similar argument implies that Hs([0, 1]n) ̸= 0, which finishes the result.

Question 35. How does one show that Hn = Ln in Rn? This seems like it may be an interesting proof to read if
we have additional time.

So, how can we use these previous examples to finish the exercise? Shengwen noted the following theorem:
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Theorem 36
Suppose that A =

⋃
iAi (countable). Then,

dimA = sup
i

dimAi.

Proof : One direction is immediately clear, but explained below anyways. Given Ai ⊂ A for all i, and Hs is a
measure, it follows that Hs(Ai) ≤ Hs(A). Hence,

Hs(Ai) = ∞ =⇒ Hs(A) = ∞ ∀i.

The other direction is a bit less immediate, but was briefly discussed by Shengwen.
Suppose that a = dimA. Then, for all ϵ > 0,∑

i

Ha−ϵ(Ai) = Ha−ϵ(A) = ∞.

Hence, for all ϵ > 0, there exists an i such that Ha−ϵ(Ai) = ∞. Therefore, for all ϵ > 0, there exists an i such that

dimAi ≥ a− ϵ = dimA− ϵ.

Thus, supi(dimAi) ≥ a = dimA. ■

Hence, Example 33 and Theorem 36 implies that dimR = 1, and similarly Example 34 and the Theorem implies
dimRn = n.

Notice as well that Theorem 36 implies that dimQ = 0 as the Hausdorff dimension of a single point is 0 and
the rationals are countable.

We then went on to discuss the Cantor set exercise, but first discussed Minkowski dimension to start and
approach the problem.

Notation 37
Let δ > 0. Then,

Cδ(X) = min#{δ − balls to cover X}.

If dimX = k, then Cδ(X) ∼ δ−k. Then, we can define the upper and lower Minkowski dimension:

Definition 38
The upper Minkowski dimension is

dimM (X) = lim sup
δ→0

logCδ(X)

log δ−1
.

Similarly, the lower Minkowski dimension is

dimM (X) = lim inf
δ→0

logCδ(X)

log δ−1
.

Remark 39. This is remarkably similar to the topological entropy discussed in 18.118. I would be a bit interested
in understanding why this is, but I digress.

13



Definition 40 (Minkowski dimension)
If dimM (X) = dimM (X), then we define the Minkowski dimension of X to be

dimM (X) = dimM (X) = dimM (X).

Example 41
Calculate dimM (Q ∩ [0, 1]), if it exists.

Proof : First, notice that Cδ(Q ∩ [0, 1]) = δ−1, the length of the interval divided by the volume of a δ-ball in R.
Then,

dimM (Q ∩ [0, 1]) = dimM (Q ∩ [0, 1]) = lim
δ→0

log δ−1

log δ−1
= 1.

So, dimM (Q ∩ [0, 1]) = 1.
In this way, the Minkowski dimension is worse than Hausdorff dimension, as it makes relatively small sets (such

as Q which is countable) have dimension 1. However, it can be very useful to find upper bounds to Hausdorff
dimension to start approaching a problem.

Exercise 42. Show that dimMX ≥ dimX.

Remark 43. See §2.3 of Mattila for more details.

Using the above exercise (shown in Mattila [1995]), let’s start approaching Exercise 30 by finding an upper
bound to dim C where C is the middle-third Cantor set.

Example 44
Calculate dimM (C).

Proof : Let δk = 3−k, k ∈ N0 (as we are taking the limit as δ → 0, we can choose the subsequence of δs we wish
for our convenience). Then, the number of δk-balls covering C (excluding the endpoints possibly) is 2k. Then,

dimM (C) = lim sup
k→∞

log(Cδk(C))
log(δ−1

k )
= lim sup

k→∞

log 2k

log 3k
=

log 2

log 3
.

This gives a useful (and relatively easy to calculate) way to approach the problem of finding the Hausdorff
dimension of C. However, when it came down to calculating the dimension of C, we actually used a similar scaling
argument as we did for Rn.

Example 45
Find dim C.

Proof : Let Cl = C ∩ [0, 1/3] and similarly let Cr = C ∩ [2/3, 1]. Then,

Hs(C) = 2Hs(Cl) =
2

3s
Hs(C).

Hence, if s < log 2
log 3 , then Hs(C) = ∞. Thus, dim C = log 2

log 3 .
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After spending most of the meeting discussing the exercise suggested by Larry (Exercise 30), Shengwen and I
went through the questions I had asked so far in the notes to rapid fire respond to some of them. This discussion
is included below:

• Question 1/Question 11 was answered using Exercise 30, which we spent today discussing.

• Question 2: In particular, I was confused about the difference between Lp and Ln. The difference here is
Lp is the space of Lp functions, where as Ln is the measure. So, it should be clear by context which we are
discussing (which is further helped by the use of mathcal).

• Question 5: This is mostly just an older notation, but does mean the same thing as the restriction notation
I am used to. For this reason, I will continue to use ‘

∣∣’ to denote restrictions.

• Question 8: Shengwen seemed ultimately uncertain with regards to this question, but noted that it is really
insignificant as we won’t need to worry about what the constant α(s) is in general, and it is just there to
normalize volumes. That being said, I wanted to see if you had any answer to this Larry.

• Question 13 and Question 14: We ultimately decided to hold off on answering theses questions for now.
Shengwen seemed to have an idea about it, but for now it seems unimportant.

• Question 16: If anything, this question has been answered through working through the Hausdorff dimension
exercise today.

• Question 18: d sptµ is the diameter of the support of µ, so my idea of what it meant in this question was
accurate! It felt like out-of-nowhere notation, but now it is clear where it comes from.

This is all we discussed in this meeting. I spent the following few days going through the notes, book, and other
resources I could find online to flush out these notes so I really internalized what we discussed. The big key detail
I felt like I was missing out on before this meeting was how we could use properties of Hs being an outer measure
to our advantage.

My current plan moving forward into the next week is to reread Chapter 4, now that I have a better intuition
behind Hausdorff dimension. It may also be helpful to read through some sections in Chapter 3. Shengwen also
suggested a paper by Fässler and Orponen (On Restricted Familes of Projections in R3) [FO], which I plan to look
over to better understand the proof of Frostman’s lemma.

2.2 May 30-June 05

2.2.1 May 30-31
Howdy Larry! The introduction into this week’s notes is relatively the same as the previous paragraph, but wanted
to include it for completeness. I have a few key goals for this week:

• Reread Chapter 4 more closely. Read sections of Chapter 3 that come up to fully digest the proofs here.

• Read Fässler and Orponen’s On Restricted Familes of Projections in R3, specifically Lemma 3.13 to better
understand the proof of Frostman’s lemma.

• Learn more about the high-low method that we would like to use to reprove Marstrand’s projection theorem!

As always, if there is anything in the notes so far that you would like to comment on please don’t hesitate to
send an email! I really found the exercise (Exercise 30) you suggested last week really helpful. I hope your vacation
is going well!
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Notes on §4.1 Reading [M]

Chapter 4: Hausdorff dimension of projections and distance sets
This chapter gives an application of Fourier transforms used for geometric problems involving Hausdorff dimen-

sion.
§4.1: Projections

For e ∈ Sn−1, n ≥ 2, consider the projection Pe : Rn → R, where Pe(x) = e · x. I still want to do Exercise 20 to
fully get why, but this implies that

dimPe(A) ≤ dimA ∀A ⊂ Rn.

Remark 46. I get why, intuitively, this is true, but I think it would still be useful for more intuition on Hausdorff
dimension.

Theorem 47
Let A ⊂ Rn be Borel, with s = dimA. If s ≤ 1, then dimPe(A) = s for σn−1 almost all e ∈ Sn−1. If s > 1,
then L1(Pe(A)) > 0 for σn−1 almost all e ∈ Sn−1.

First, we note some important propeties that we will use in this proof, notational and from Chapter 3. Firstly,
recall that gµ(B) =

∫
B
gdµ. Hence,

Pe#µ(B) =

∫
B

Pe#dµ =

∫
Pe(B)

dµ = µ(Pe(B)) ∀B ⊂ R.

Notation 48
We denote γ(n, s) to be the positive constant, fixed, such that k̂s = γ(n, s)kn−s as tempered distributions.
Specifically, such that ∫

k̂sφ = γ(n, s)

∫
kn−sφ ∀φ ∈ S(Rn).

Note 49 (Polar coordinates)
For f ∈ L1(Rn), we have the following polar coordinate decomposition:∫

Rn

f dLn =

∫
Sn−1

∫ ∞

0

f(rx)rn−1 drdσn−1x.

Theorem 50
For 0 < s < n,

Is(µ) = γ(n, s)

∫
|µ̂(x)|2|x|s−n dx.

Proof : This proof handwaves over some mild details (covered in the book), but the tldr is

Is(µ) =

∫
ks ∗ µdµ =

∫
k̂s ∗ µµ̂ =

∫
k̂s|µ̂|2 = γ(n, s)

∫
|µ̂(x)|2|x|s−n dx.

■
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Proof of Theorem 47: Note, if µ ∈ M(A), let µe = Pe#µ ∈ M(Pe(A)). Then, note that

µ̂e(r) =

∫ ∞

−∞
e−2πir·x dµex

=

∫ ∞

−∞
e−2πir·(e·y) dµy

=

∫ ∞

−∞
e−2πi(re)·x dµy

= µ̂(re).

Suppose 0 < s = dimA ≤ 1. Fix 0 < t < s and pick µ ∈ M(A) such that It(µ) < ∞ (which exists as t < s.
Then, we have that ∫

Sn−1

It(µe)dσ
n−1e = γ(1, t)

∫
Sn−1

∫ ∞

−∞
|µ̂e(r)|2rt−1 drdσn−1e

= 2γ(1, t)

∫
Sn−1

∫ ∞

0

|µ̂(re)|2rt−1 drdσn−1e

= 2γ(1, t)

∫
Rn

|µ̂(x)|2|x|t−n dx

= 2γ(1, t)γ(n, t)−1It(µ) <∞.

So, It(µe) <∞ for σn−1 almost all e ∈ Sn−1. In other words, for all 0 < t < s, there exists a µe ∈ M(Pe(A)) such
that It(µe) <∞ for almost all e. Hence, dimPe(A) = dimA = s.

Now suppose that s > 1. Hence, there exists a µ ∈ M(A) such that I1(µ) <∞. Then, we similarly get that∫
Sn−1

∫ ∞

−∞
|µ̂e(r)|2 drdσn−1e = 2γ(n, 1)−1I1(µ) <∞.

So, µ̂e ∈ L2(R) for σn−1 almost all e ∈ Sn−1. Thus, µe ∈ L2(R) for almost all e. So, µe is absolutely continuous
with respect to L1 for almost all e. Therefore, given µe ∈ M(Pe(A)) (i.e. positive), L1(Pe(A)) > 0 for almost all
e. ■

Question 51. Why do we need the σn−1 almost all e? Why isn’t it µ-almost all e or L1?

Question 52. It feels unclear that µe is absolutely continuous with respect to L1, but I do understand how this
finishes the proof.

Remark 53. Though I have the above questions, I still feel pretty comfortable with this proof now. Overall, the
structure of these proofs is quite interesting.

Theorem 54
Let A ⊂ Rn be a Borel set and dimA > 2. Then, Pe(A) has non-empty interior for σn−1 almost all e ∈ Sn−1.

Rather than re-type out this proof, I will simply note where certain constants arise. Firstly, the 2 comes from
changing the integral from

∫∞
−∞ to 2

∫∞
0

. Furthermore, the second term in the second line simply comes from
’peeling off’ the unit ball in the integral. It feels unclear to me why this disappears in the next mine however.

Question 55. What is C(µ)? It seems as though we use C(n) notation in equation (3.34), but I have yet to find
where this comes from.

In any case, the Schwartz inequality lets us undo the polar coordinates, giving us a constant times the s-energy.
In the end, we get that µ̂e ∈ L1(R) for almost all e, which implies µe is continuous for such e. Furthermore, given
µe ∈ M(Pe(A)), Pe(A)

◦ ̸= ∅ for almost all e.
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Question 56. It feels a bit unclear that the interior must then be non-empty, but I think this may follow from
continuity. I.e., it can’t instantaneously jump to a positive value, but rather increase over an interval which is
enough to imply non-empty.

Theorem 57
Let A ⊂ Rn be Lebesgue measurable and let µ ∈ M(A) with µ(A) = 1 and I1(µ) <∞. Then,∫

L1(Pe(A)) dσ
n−1e ≥ γ(n, 1)σn−1(Sn−1)2

2I1(µ)
.

Remark 58. This lower bound feels unintuitive, though I get how it arises in the proof. Is this inequality sharp?
I imagine so as all of the inequalities used are sharp. Is there a geometric picture to this lower bound constant?

Proof of Theorem 57: There are two parts of the proof here which I think are of note. Firstly, the use of the
Schwartz Inequality felt unclear until I noted that

1 = Pe#(R)2 =

(∫
Pe(A)

µe · 1 dL1

)2

=

(∫
Pe(A)

µ2
e dL1

)1/2(∫
Pe(A)

µ2
e dL1

)1/2
2

= L1(Pe(A))

∫
µ2
e dL1.

Secondly, it is unclear to me how the Schwartz inequality is used in the final part of the proof, specifically with
the first implication. ■

Remark 59. Initially I had planned to read through all of Chapter 4 and go through with the rigor I have had
so far in this section of the notes. However, given that the main part of the project is on Marstrand’s projection
theorem, I think it may be best to instead start on the next item on the to-do list.

2.2.2 June 01-02
My plan for these days is to read through Fässler and Orponen’s paper, listed earlier on the to-do list, and
recommended by Shengwen. Specifically, he suggested reading Lemma 3.13, the proof of Frostman’s Lemma which
I wanted to read some more about.

Notes on Lemma 3.13 [FO]

Definition 60 ((δ, s)-sets)
Let δ, s > 0, and let P ⊂ R3 be a finite δ-separated set. Then, P is a (δ, s)-set if

|P ∩B(x, r)| ≲
(r
δ

)s
, x ∈ R3, r ≥ δ.

Definition 61 (Hausdorff content)
We denote the s-dimensional Hausdorff content of a set to be Hs

∞. By definition, the s-dimensional Hausdorff
dimension of S is

Hs
∞(S) := lim sup

ri→0
inf

{∑
i

rsi | there is a cover of S by balls of radii ri > 0

}
.

Here, I say "defined" as we have this same notation used in Definition 7. Then, we have the following lemma:
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Lemma 62 (Frostman)
Let δ, s > 0 and let B ⊂ R3 be any set with Hs

∞(B) =: κ > 0. Then, there exists a (δ, s)-set P ⊂ B with
cardinality P ≳ κ · δ−s.

Remark 63. This is proven in Appendix A of the paper, but I wanted to include it here for completion, and also to
work through the details of a proof using dyadic cubes. I also note that this lemma is called "a discrete version of
Frostman’s Lemma". This makes sense, as the spacing condition of the set in the lemma is similar to the condition
of measure in Frostman’s lemma.

Proof of Lemma 62: Assume without loss of generality that δ = 2−k for some k ∈ N and B ⊂ [0, 1]3. Let Dk

be the dyadic cubes in R3 of side-length 2−k. Consider all of the dyadic cubes Qk ∈ Dk which intersect B, and
choose a single point x ∈ B ∩Qk for each such Qk. This gives us a finite set P0 (finite as there are finitely many
options given B ⊂ [0, 1]3). We then modify the set P0 (which seems to be a usual approach to proofs using dyadic
cubes). Consider the cubes in Dk−1. If one of these, Qk−1 satisfies

|P0 ∩Qk−1| >
(
d(Qk−1)

δ

)s

,

remove points from P0 ∩Qk−1 until the reduced set P ′
0 satisfies

1

2

(
d(Qk−1)

δ

)s

≤ |P ′
0 ∩Qk−1| ≤

(
d(Qk−1)

δ

)s

.

Repeat this until for all Qk−1 ∈ Dk−1 to obtain P1. Then, continue this getting Pjs (defined more explicitly
in the paper, but by the same general logic). Stop the process when the remaining set of points, P , is entirely
contained in some dyadic cube Q ⊂ [0, 1]3. We claim that for every x ∈ P0, there exists a unique maximal dyadic
cube Qx ⊂ Q0 such that ℓ(Qx) ≥ δ and

|P ∩Qx| ≥
1

2

(
d(Qx)

δ

)s

.

We only need show there is at least one such Qx as the uniqueness follows from the dyadic structure.
If x ∈ P , then we have the above Qx for the Qx ∈ Dk containing x. On the other hand, if x ∈ P0 \P , the point

x was ‘deleted’ from P0 at some point. So, we define Qx as the dyadic cube containing x where the ‘last deletion
of points’ occurred. We show this Qx satisfies the above. For instance, if this happened when defining Pj−1, then
Qk−j−1 = Qx. Thus, P ′

j ∩Qx = P ∩Qx, which satisfies the requirements of Qx.
Observe the following: the cubes {Qx | x ∈ P0}

1. cover B ⊂ [0, 1]3 as they cover every cube in Dk containing a point in P0, which cover B,

2. and they are disjoint, hence partitioning P .

So, we show P is the desired (δ, s)-set. For the cubes Q ∈ Dl with l ≤ k, it follows from the construction of P that

|P ∩Q| ≤
(
d(Q)

δ

)s

.

The general statement for balls B ⊂ R3 with d(B) ≥ δ follows by noting any such balls can be covered by
dyadic cubes of diameter ∼ d(B). ■

Question 64. What do we mean by ∼ d(B) in the last line? I get the general idea of what this means conceptually,
but I wish it was a bit more specific about the side-lengths of the dyadic cubes there.
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I think in general this paper is very interesting to read, but for now will shift my focus to the high-low method
as this will be a key point in the SPUR project.

2.2.3 June 03-05
The paper recommended by Shengwen on the high-low method was Guth, Solomon, and Wang’s Incidence Estimates
For Well Spaced Tubes [GSW], found here. I plan to read this paper (with notes below) over the next few days,
in time for a meeting with Shegnwen June 6, 4pm EST.

Notes on [GSW]: Introduction and Proposition 2.1

Remark 65. Incidence geometry is about patterns of intersections of lines, while the Kakeya problem is about
patters of intersection of tubes.

In this paper, a number of examples are given depicting the importance of the well spacing of tubes to gain
results for tubes. Consider for instance the Szemerédi-Trotter theorem (ST). Given a set L of lines in the plane,
define (for r ≥ 2)

Pr(L ) = {points on at least rlines}.

Then,

Theorem 66 (Szemerédi-Trotter)
We have the sharp inequality

|Pr(L )| ≲ r−3|L |2 + r−1|L |.

So now, let T be a set of δ × 1 tubes i.e. rectangles in [0, 1]2, called δ-tubes. The set of δ-balls intersecting at
least r-tubes in T is infinite, so for tubes we need a different definition of Pr(•).

Definition 67 (r-rich)
We define the set of r-rich δ-balls for a set of tubes T to be the set of δ-balls with centers in δZ2 intersecting
at least r-tubes of T. We denote this set Pr(T).

However, (ST) doesn’t yet hold under these assumptions. For instance, consider the set T of small perturbations
(by ϵ < δ) of one tube. Then, Pr(T) ∼ δ−1 for r ∼ |T|.

One may think the issue here is the strong overlap of the tubes.

Definition 68 (Essentially Distinct)
We say two tubes, T1, T2, are essentially distinct if

|T1 ∩ T2| ≥
1

2
|T1|.

However, (ST) also doesn’t hold for essentially distinct tubes either. Consider the rectangle R = rδ × 1, which
contains ∼ r2 essentially distinct δ-tubes, TR. Then Pr(TR) ∼ rδ−1.

Question 69. I am having a bit of trouble picturing by there are ∼ r2 essentially distinct δ-tubes in R, though I
get why there are approximately rδ−1 r-rich balls (up to constant) for this set of tubes pictorally.
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So, now we could consider essentially distinct tubes in different directions, but this still won’t be enough.
Consider the set

T = {δ−1 δ − tubes in different directions through the origin in δ − separated directions}.

Then, for 1 ≪ r ≪ δ−1, |Pr(T)| ∼ r−2|T|, which is still larger than the RHS of (ST).

Remark 70. There are ∼ r2|T| for all 1 ≪ r ≪ δ−1 as this is approximately the number of lattice points in a
circle around the origin of radius δ−1 that could possibly intersect those many tubes. At the very least, this is how
I pictured the above statement.

So, GSW makes a bigger/stronger assumption on the spacing of the tubes. They claim this is the strongest
assumption they can make on the spacing.

Question 71. Why is this the strongest? If they assumed more, would the problem be obvious? Or is it the
strongest they were able to make to figure out a proof? I am interested in why this may be the "strongest", though
I don’t know how what possible stronger assumptions could be made.

Fix W ≥ 1. Then, there are ∼W 2 essentially distinct W−1×1 rectangles in [0, 1]2. (I find this mildly confusing,
but this should be similar to the r2 rectangles on the other example.) Then, fix some δ < 1/W and let T be a set
of W 2 δ-tubes, each of which is contained in one of the W−1 × 1 essentially distinct rectangles. Even under this
spacing condition, if r ≤ δ|T|, then Pr(T) ∼ δ−2 (similar to before) so ST doesn’t hold. However, if r > δ|T|, we
have the following theorem:

Theorem 72 (1.1)
Suppose 1 ≤ W ≤ δ−1. Let T be a set of ∼ W 2 δ-tubes in [0, 1]2, with at most one δ-tube in each W−1 × 1

rectangle. Then, for any ϵ > 0

if r > max(δ1−ϵ|T|, 1) =⇒ |Pr(T)| ≤ C(ϵ)δ−ϵr−3|T|2.

Remark 73. Here, C(ϵ) is a positive constant that only depends on ϵ. This is the notation that I was confused
about earlier in Question 55.

We can even improve this result:

Theorem 74 (1.2)
Suppose 1 ≤ W ≤ δ−1 and 1 ≤ N1 ≤ (Wδ)−1. Divide the circle into arcs θ of length δ. For each θ, and each
1 ≤ j ≤W , let Tθ,j ⊂ [0, 1]2 be a δ-tube. Suppose that for each θ, and each W−1 × 1 rectangle in direction θ,
there are uniformly N1 tubes Tθ,j in the rectangle. Let T be the set of all the tubes Tθ,j . Then, for any ϵ > 0,

if r > C1(ϵ)δ
1−ϵ|T| =⇒ |Pr(T)| ≤ C2(ϵ)δ

−ϵW−1r−2|T|2.

Question 75. Why does assuming there are ∼ N1 tubes in each rectangle make sense to consider geometrically?
Or was this theorem considered from "Cordóba’s theorem"?

There are a number of other theorems and proposition that GSW prove in this paper, but I am going focus
on digesting the proof of Proposition 2.1 as this is used throughout the paper and most directly used the high-low
method.
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Proposition 76 (2.1)
Suppose P is a set of unit balls in [0, D]n and T is a set of essentially distinct tubes of length D and radius 1
in [0, D]n. Suppose that each ball of P lies in about E tubes of T. Let S = Dϵ/10n for tiny ϵ > 0. Then, either

Thin case. |P | ⪅n S
nE−2|T|Dn−1 or

Thick case. There is a set of finitely overlapping 2S-balls Qj (called heavy balls) such that

1. ∪jQj contains a fraction ⪆n 1 of the balls of P ,

2. Each Qj intersects ⪆n S
n−1E tubes of T.

Here, ⪅n means ≤ C(ϵ, n)D10nϵ3 .

Remark 77. Do you (Larry or Shengwen) have any suggestions on examples of papers/proofs where y’all "thicken
the balls and go to the next scale"? Perhaps there is an example in this paper but I would be interested in under-
standing where this name comes from.

Remark 78. In the following proof, NS(•) is an S-radius ball (i.e. Neighborhood) centered at q.

Proof of Proposition 76: Define

WS(q) = #{T ∈ T | T ∩NS(q) ̸= ∅}.

We choose a subset P ′ ⊂ P such that |P ′| ⪆ |P | and WS(q1) ∼WS(q2) for any q1, q2 ∈ P ′. In essence, from what I
can tell, we are throwing out all of the points in P where the number of rich S-balls isn’t comparable. Relabel P ′

to P .
For each unit ball q of P , define ψq to be a smooth bump function approximation χq, in that suppψq ⊂ 2q and

ψq = 1 on q. Let f =
∑

q∈P ψq. For each tube T ∈ T, let ψT be a smooth bump function approximating χT , and
similarly let g =

∑
T∈T ψT . Let I(P,T) denote the cardinality of the set {(q, T ) | |q ∩ T | ≥ |q|/2, q ∈ P, T ∈ T}.

Remark 79. Is this basically essentially distinct tubes, but in this case essentially distinct sets (the sets here being
q and T )?

If q intersects T , then
∫
ψqψT ≳ 1 so

I(P,T) ≲
∫
fg =

∫
f̂ ¯̂g.

This is the part where we decompose Fourier space into high-frequency and low-frequency pieces (for the high-
low method). Let ρ be a real number that is slightly larger than S−1, i.e. ρ = De3S−1. Let η0 be a smooth bump
function equal to 1 on the unit ball, supported in the ball of radius 2. Then, take η(ω) = η0(ρ

−1ω). Then,

I(P,T) ≲
∫
ηf̂ ¯̂g +

∫
(1− η)f̂ ¯̂g.

Remark 80. Firstly, I really like how the η0 was described simply by using a bump function on the ball of radius
2 and rescaling. Secondly, I want to know more about why the first integral in the above line is the "low-frequency"
piece and the second is the "high-frequency"– where does this terminology come from?

If the high-frequency piece dominates, we will show that the conclusion of the thin case holds, and if the
low-frequency piece dominates, then we will show that the conclusion of the thick case holds.
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The high-frequency case. If the high-frequency term dominates, then we have

I(P,T) ≲
∫
ηf̂ ¯̂g +

∫
(1− η)f̂ ¯̂g

≲
∫
(1− η)f̂ ¯̂g

≤
(∫

(1− η)|f̂ |2
)1/2(∫

(1− η)|ĝ|2
)1/2

.

We first note that ∥f∥L2 ∼ |P |1/2, so that term is bounded.

Question 81. I find this comparison to be a bit confusing.

So, we now bound the factor involving g, taking advantage of the support of the Fourier transform of ψT . Cover
the unit sphere Sn−1 by 1/D-caps θ. Then, we call the outer normal direction of the center of θ on Sn−1 the
direction of θ.

Let Tθ be the set of T ∈ R in direction θ, and let
∑

T∈Tθ
ψT . If T is a 1 ×D tube in direction θ, then ψ̂T is

rapidly decaying outside of θ∗ where θ∗ is a D−1×1×· · ·×1 slab through the origin perpendicular to the direction
of θ.

Remark 82. I am having a bit of trouble understanding this picture, but Shengwen and I can talk about it Monday.

Now consider the integral ∫
(1− η)|ĝ|2 =

∫
(1− η(ω))

∣∣∣∣∣∑
θ

ĝθ(ω)

∣∣∣∣∣
2

dω.

If 1− η(ω) ̸= 0, then |ω| ≥ ρ (as η(ω) = 1 when |ω| < ρ). Furthermore, then ω ∈ Dϵ3θ∗, for ≲ ρ−nDn−2+nϵ3 . So,
ĝθ is essentially supported in θ∗ with rapidly decaying tail. So, outside of Dϵ3θ∗, ĝω| ≤ CND

−N . So, for any N ,∣∣∣∣∣∑
θ

ĝθ(ω)

∣∣∣∣∣
2

≲ ρ−nDn−2+nϵ3
∑
θ

∫
|ĝθ|2 = ρ−nDn−2+nϵ3

∑
θ

∫
|gθ|2.

The term CND
−N is negligible (representing the rapidly decaying tail). So,∫

(1− η)|ĝ|2 ≲ ρ−nDn−2+nϵ3
∑
θ

∫
|gθ|2.

Given the tubes T ∈ Tθ are essentially distinct, by orthogonality from finite overlap, we have

ρ−nDn−2
∑
θ

∫
|gθ|2 = ρ−nDn−2

∑
T∈T

∫
|ψT |2 ∼ ρ−nDn−1|T|.

So,
E|P | ≈ I(P,T) ≲ ρ−n/2D

n−1+nϵ3

2 |P |1/2|T|1/2.

So,
|P | ≲ ρ−nDnϵ3E−2Dn−1|T| ≲ SnE−2Dn−1|T|.

The low-frequency case. If the low-frequency term dominates, then we have

I(P,T) ≲
∫
ηf̂ ¯̂g =

∫
f(g ∗ η∨) =

∑
q∈P

∑
T∈T

∫
ψq(ψT ∗ η∨).

Note that ψT ∗ η∨ is rapidly decaying outside of the ρ−1 × D tube around T and |ψT ∗ η∨| ≤ ρn−1. Since
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S = Dϵ3ρ−1, ψT ∗ η∨ is negligible outside of a S ×D tube around T . Therefore,∑
T∈T

∫
ψq(ψT ∗ η∨) ≲ ρn−1WS(q) ≲ S−(n−1)WS(q).

Given WS(q) are approximately the same for all q ∈ P (this is where we use the reduction from the beginning of
the proof), we have that

WS(q) ⪆ Sn−1E.

■

Based on the above proposition/proof, I think the main things to focus on during my meeting with Shengwen
on Monday are:

• Go through questions on the reading (in these notes)

• Discuss how the Fourier transform effects the support of a function

• Try to understand where the terms "high"- and "low"-frequency come from, whether technical or pedagogical

• Ask how this might apply to reproving Marstrand’s projection theorem.

Hopefully these questions can help guide both the discussion with Shengwen, and may lend itself to picking the
next thing to read/work on.

2.3 June 06-12

2.3.1 June 06-07
Hi Larry! Shengwen and I are meeting today, so I don’t have a fully flushed out to-do list of things to focus on, but
these are the main things I am going to ask Shengwen about at the meeting. If you have any thoughts on these
items, any feedback or recommendations would be greatly appreciated!

• Go through questions on the reading (in these notes)

• Discuss how the Fourier transform effects the support of a function

• Try to understand where the terms "high"- and "low"-frequency come from, whether technical or pedagogical

• Ask how this might apply to reproving Marstrand’s projection theorem.

I hope your vacation is going well! Excited to be back in Boston in two weeks and to work with Shengwen and you
in person!

Here are notes from the meeting with Shengwen later this Monday. We first discussed some of the questions I
had (in the notes).

• Question 51: It’s a bit of a subtle thing here, but when we go to polar coordinates it gives us σn−1 almost
all e (as this is the portion of the integral that depends on e).

• Question 64: ∼ in this sense refers means they are comparable. In other words, a ∼ b if a ≲ b and a ≳ b.
This is a term we used in 18.118, it was just mildly confusing given in [M] they use ≈ I believe.

• Question 69: The tldr here is that there are r many directions for the rectangles to be facing, and r many
essentially distinct rectangles in that direction can fit into the box.
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Next, we discussed how the Fourier transform effects the support of the function. This also helped me between
understand what was happening in the low-frequency case. The basic idea is that if we have a function supported in
the rectangle with sides a× b in the θ direction, then the Fourier transform of the function is essentially supported
in the rectangle with sides a−1 × b−1, also in the θ-direction.

Let’s understand how this applies to the low-frequency case. Consider the expression (η¯̂g). Recall that we
defined g =

∑
T∈T ψT , each supported in the tube T . So, ĝ is essentially supported in the tube T ∗, just as

described in the previous paragraph. Furthermore, η vanishes outside of the ball of radius ρ−1, which is smaller
than the region g is supported in. So, we are cutting off the support of ĝ in the frequency space, and then pushing
this back to the physical space.

Remark 83. This meeting also made it clearer why it is called the high-low frequency method– the physical space
(T ) vs the frequency space (T ∗).

Question 84. Wait– I get how the Fourier transform affects the support in the 2D-case, but what does it look like
in the n-dimensional case? Is it the same idea?

The role that η plays in the support of our functions plays a huge role, in either giving us orthogonality (high-
frequency case) or cutting off the support in the frequency space (low-frequency case). The ηs also gives us a
way to understand where the terms "high" and "low" come from when regarding frequency (not inherently in a
pedagogical way but at the very least a technical way). The support of η becomes the low-frequency region, and
the support of 1− η becomes the high-frequency region. I am still interested in where these terms originated from,
but for the time being this is a useful distinction.

Finally, we talked about how we might apply the high-low method discussed in this proof to reprove Marstrand’s
theorem. The general idea would be to turn the projection theorem into one with δ-tubes and try to understand
how these tubes relate to the Hausdorff dimension. The tubes in this approach, Shengwen said, should probably
assume (δ, s)-spacing, as discussed in the [FO] reading on Lemma 3.13. The question I then have is how the δ-tubes
are defined in n-dimensions. Shengwen said they are tubes of the form

δk × 1n−k

where δk = δ × δ · · · × δ(k-times). So, perhaps the number of δ’s we will need will be based on the dimension of
the subspace we are projecting onto, and perhaps the tubes can correspond to different ’directions’, if that makes
sense. This seems like a really interesting and difficult problem!

For the time being, Shengwen suggested continuing to read through [GSW] as it is very detailed and dense!
I agree that this makes sense to start with. Do you have any suggestions for other possible readings or papers to
focus on Larry? Any suggestions are deeply appreciated.

2.3.2 June 08-12
Howdy! I hope summer is treating you both well. I ended up needing to take some time for myself this past week
to not work on anything, so I took a break from the reading. I am ready to get back on the horse this week with
the reading however, the break was very helpful.
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2.4 June 13-19

2.4.1 June 13
Larry responded to my last update awhile ago, and stated the following exercise to try:

Exercise 85. Suppose that T1, T2 are δ × 1 rectangles in the plane that meet each other at an angle ∼ 1. Suppose
gj is smoothed characteristic function of Tj. Try to sketch the high part of gj and the low part of gj. Does it look
plausible from your sketch that ghigh1 and ghigh2 are orthogonal? Are g1 and g2 themselves orthogonal?

Larry also agreed with Shengwen that focusing on the [GSW] paper is a good plan, especially continuing to
read it as in-depth as I have so far. So, my plan for this week is to do the following:

• Answer Exercise 85.

• Keep reading through [GSW]. Specifically (so to have specific goals), read through the proof of Theorem 1.2
and Theorem 1.1 in the paper. Try to understand how the various theorems interact with one another (i.e.
how the Proposition is fundamentally working to solve the problem).

Thank you again for the feedback so far Larry, and I will keep you in the loop as I am more productive this week.
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