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## Guiding Research Question

Given an optimization problem with black-box oracle access, can we obtain improved complexity guarantees for approximately solving it?
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Given an optimization problem with black-box oracle access, can we obtain improved complexity guarantees for approximately solving it?

Talk outline:

1. A faster algorithm for a general nonconvex nonsmooth problem
2. Improved rates of the above result for a special case

## The Subgradient Method: Background
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\begin{aligned}
& \text { gradient norm bound } \\
& \text { (stationary point) }
\end{aligned}
$$

## The Subgradient Method: Convergence Guarantees

The subgradient method:

```
oracle access
```
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- Majewski, Miasojedow, Moulines (2018)
- Davis \& Drusvyatskiy (2019)
- Bolte \& Pauwels (2019)
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```
deep learning
```
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Goal: Find a $(\delta, \epsilon)$-stationary point for a given Lipschitz function

Theorem 1: (informal; Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Given an $L$-Lipschitz function with first-order oracle access to it. We provide a randomized algorithm, which, with high probability, in $\operatorname{poly}(L, \epsilon, \delta)$ iterations, converges to a $(\delta, \epsilon)$-stationary point.

- First such guarantee using a standard oracle!

Towards an Overview of
Our Algorithm \& Analysis
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Goldstein's Conceptual Descent Algorithm (Goldstein (1977)): Let $g_{t}^{\star} \in \arg \min _{g \in \partial_{\delta} f\left(x_{t}\right)}\|g\|$ and $x_{t+1}=x_{t}-\delta \frac{g_{t}^{\star}}{\| g_{t}^{\star+1}}$. Then,
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## Central Technical Question:
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Using randomization, we get this result without the above assumption!

## The Idea for Our Algorithm
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## Analysis of Our Algorithm

## Guarantee of Our MinNorm Subroutine

Our MinNorm( $x, \delta, \epsilon$ )
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This matches the requirement for $u \in \partial_{\delta} f(x)$ with $\langle u, g\rangle \leq \frac{1}{2}\|g\|^{2}$.
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Goldstein descent iterations

MinNorm iterations

## Our Second Question in this Thread

## Problem Overview

Recall that $g \in \partial_{\delta} f(x)$ satisfies the descent condition at $x$ if
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f\left(x-\delta \frac{g}{\|g\|}\right) \leq f(x)-\frac{\delta \epsilon}{3}
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This vector $u$ is combined with $g$ to generate a vector that either corresponds to the desired stationarity or is a descent direction

Are there settings in which we can use the vector $u$ more efficiently?

## Our Main Idea

Recall that given $g \in \partial_{\delta} f(x)$ not satisfying the descent condition, we can output $u \in \partial_{\delta} f(x)$ such that $\langle u, g\rangle \leq \frac{\epsilon}{2}\|g\|$.
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## Our Key Insight.

The above oracle is essentially the gradient oracle of the MinNorm element problem. We can therefore use it in a cutting-plane method.

## Using the Inner Product Oracle

Notation Denote $Q:=\partial_{\delta} f(x)$; and $\widehat{x}:=x /\|x\|$ for some vector $x$

## Using the Inner Product Oracle

Notation Denote $Q:=\partial_{\delta} f(x)$; and $\widehat{x}:=x /\|x\|$ for some vector $x$
Lemma 1: (Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g \in Q$ be a vector not satisfying the descent condition, and let $u \in$ $Q$ be the output of the inner product oracle. Let $g_{Q}^{\star} \in \min _{g \in Q}\|g\| \geq$ $\epsilon / 2$. Then, $\widehat{g_{Q}^{\star}} \in\left\{w \in \mathbb{R}^{d}:\langle u, \widehat{g}-w\rangle \leq 0\right\}$.

## Using the Inner Product Oracle

Notation Denote $Q:=\partial_{\delta} f(x)$; and $\widehat{x}:=x /\|x\|$ for some vector $x$
Lemma 1: (Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g \in Q$ be a vector not satisfying the descent condition, and let $u \in$ $Q$ be the output of the inner product oracle. Let $g_{Q}^{\star} \in \min _{g \in Q}\|g\| \geq$ $\epsilon / 2$. Then, $\widehat{g_{Q}^{\star}} \in\left\{w \in \mathbb{R}^{d}:\langle u, \widehat{g}-w\rangle \leq 0\right\}$.

Proof Combining the above definitions and a technical lemma gives:

## Using the Inner Product Oracle

Notation Denote $Q:=\partial_{\delta} f(x)$; and $\widehat{x}:=x /\|x\|$ for some vector $x$
Lemma 1: (Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g \in Q$ be a vector not satisfying the descent condition, and let $u \in$ $Q$ be the output of the inner product oracle. Let $g_{Q}^{\star} \in \min _{g \in Q}\|g\| \geq$ $\epsilon / 2$. Then, $\widehat{g_{Q}^{\star}} \in\left\{w \in \mathbb{R}^{d}:\langle u, \widehat{g}-w\rangle \leq 0\right\}$.

Proof Combining the above definitions and a technical lemma gives:
The inner product oracle guarantees: $\quad\langle u, \widehat{g}\rangle \leq \frac{\epsilon}{2}$

## Using the Inner Product Oracle

Notation Denote $Q:=\partial_{\delta} f(x)$; and $\widehat{x}:=x /\|x\|$ for some vector $x$
Lemma 1: (Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g \in Q$ be a vector not satisfying the descent condition, and let $u \in$ $Q$ be the output of the inner product oracle. Let $g_{Q}^{\star} \in \min _{g \in Q}\|g\| \geq$ $\epsilon / 2$. Then, $\widehat{g_{Q}^{\star}} \in\left\{w \in \mathbb{R}^{d}:\langle u, \widehat{g}-w\rangle \leq 0\right\}$.

Proof Combining the above definitions and a technical lemma gives:
The inner product oracle guarantees: $\quad\langle u, \widehat{g}\rangle \leq \frac{\epsilon}{2}$
The technical lemma (extra slide) shows: $\left\langle u, \widehat{g_{Q}^{\star}}\right\rangle \geq\left\|g_{Q}^{\star}\right\|$

## Using the Inner Product Oracle
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Lemma 1: (Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g \in Q$ be a vector not satisfying the descent condition, and let $u \in$ $Q$ be the output of the inner product oracle. Let $g_{Q}^{\star} \in \min _{g \in Q}\|g\| \geq$ $\epsilon / 2$. Then, $\widehat{g_{Q}^{\star}} \in\left\{w \in \mathbb{R}^{d}:\langle u, \widehat{g}-w\rangle \leq 0\right\}$.

Proof Combining the above definitions and a technical lemma gives:
The inner product oracle guarantees: $\quad\langle u, \widehat{g}\rangle \leq \frac{\epsilon}{2}$
The technical lemma (extra slide) shows: $\left\langle u, \widehat{g_{Q}^{\star}}\right\rangle \geq\left\|g_{Q}^{\star}\right\|$
Combining these two inequalities yields:

$$
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Lemma 2: (informal; Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g_{Q}^{\star} \in \arg \min _{Q}\|g\|$. Then, $\widehat{g_{Q}^{\star}}$ satisfies two properties:

- $\left\langle\widehat{g_{Q}^{\star}}, g\right\rangle \geq\left\|g_{Q}^{\star}\right\|$ for all $g \in Q$,
$-\widehat{g_{Q}^{\star}}=\arg \max _{\|v\| \leq 1} \phi_{Q}(v)$.

Proof. The first inequality holds by definition of $g_{Q}^{\star}$. We drop $Q$ for notational simplicity in the rest of the proof.
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Notation. Let $\phi_{Q}(v):=\min _{g \in Q}\langle g, v\rangle$; let $\widehat{x}:=x /\|x\|$.
Lemma 2: (informal; Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g_{Q}^{\star} \in \arg \min _{Q}\|g\|$. Then, $\widehat{g_{Q}^{\star}}$ satisfies two properties:

- $\left\langle\widehat{g_{Q}^{\star}}, g\right\rangle \geq\left\|g_{Q}^{\star}\right\|$ for all $g \in Q$,
$-\widehat{g_{Q}^{\star}}=\arg \max _{\|v\| \leq 1} \phi_{Q}(v)$.

Proof. The first inequality holds by definition of $g_{Q}^{\star}$. We drop $Q$ for notational simplicity in the rest of the proof.
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## A Technical Lemma

Notation. Let $\phi_{Q}(v):=\min _{g \in Q}\langle g, v\rangle$; let $\widehat{x}:=x /\|x\|$.
Lemma 2: (informal; Davis, Drusvyatskiy, Lee, Padmanabhan, Ye; 2022)
Let $g_{Q}^{\star} \in \arg \min _{Q}\|g\|$. Then, $\widehat{g_{Q}^{\star}}$ satisfies two properties:

- $\left\langle\widehat{g_{Q}^{\star}}, g\right\rangle \geq\left\|g_{Q}^{\star}\right\|$ for all $g \in Q$,
$\rightarrow \widehat{g_{Q}^{\star}}=\arg \max _{\|v\| \leq 1} \phi_{Q}(v)$.

Proof. The first inequality holds by definition of $g_{Q}^{\star}$. We drop $Q$ for notational simplicity in the rest of the proof.

$$
\phi\left(\widehat{g^{\star}}\right)=\left\|g^{\star}\right\|=\min _{Q}\|g\|=\min _{Q} \max _{\|v\| \leq 1}\langle g, v\rangle=\max _{\|v\| \leq 1} \min _{Q}\langle g, v\rangle=\max _{\|v\| \leq 1} \phi(v) .
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1. A faster algorithm for nonsmooth nonconvex optimization
2. Improved (optimal) rates in low dimensions
3. Key ideas: randomization; cutting-plane methods

## Takeaways \& Future Directions

1. A faster algorithm for nonsmooth nonconvex optimization
2. Improved (optimal) rates in low dimensions
3. Key ideas: randomization; cutting-plane methods
4. Future Direction. More practical notions of convergence?
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