
Enemiein Multi-Agent Learning

Le9 : Stochastic Games Supplement
↳ Existence of Nash Equilibrium in
infinite horizon

,
discounted

,

stochastic games w/ finite states
and actions

.

Theorem : Every infinite horizon discounted stochastic
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game w/ a finite players ,
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,
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has a Nash equilibrium in stationary Markov
policies .
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⑧ Why is I-w .5* invertible ?
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by above note that as a fin of it
,
W:(8) is continuous
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· Cs ,
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! ) : infinite discounted utility of player : if game

started at s , players used policies its , ..., Am

throughout , except at the very first step
player : plays ai
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↳ as a function of it qcs ,ai) is continuous b. c
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everything on th BHS is cont .
wrt . It including vics)
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5 : continuous over convex
, compact set (lot

=> I fixed print it = f(x) all possible
Brouwer stationary

Markov

Claim : it is Nash Equilibrium policies

-
of player ;

pr: suffices to prove it; is best response to it:

among all stationary Markovian
policies

[Why? b . C . fixing iri , player : faces Markow Decision

process and it's known that MDPs have

optimal policies that are stationary & Markovian]



Interesting to note : WYCS) = Filais TCs
,ai) (1)

↳ thus by doing the same logic we did
in Nash's proof for each s separately
it follows from it = f(x) that :
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expected payoff at from single-round
infinite deviation from 5i
discounted
Payoff from Hi

- clearly implied by it being a Nash Eg(SOEy>
-why does it imply Nash eq ?

giit , player
: faces an MDP where :

mp Els
, ai)

= E
,

r(s
, a) . 5 (a -

ils)

P(s15
,ai)

= 2P(s -1
,a)πi(n - ik)

d -,
n

given a policy ti ,
denote by viFics the expected

infinite discounted payoff starting ats-& using it; in MDP



(2) + (1) => 52: satisfies what are called "Bellman equations"

namely :
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Bellman Equations -> Iti is optimal in M5P

so it: is best response to ii
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