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Abstract

Consensus formation among n experts is modeled as a positive discrete dynamical
system in n dimensions. Experts revise their opinion by repeated averaging over
the opinions of those experts whom they trust within some range of confidence
(BC model). We present a necessary and sufficient condition for reaching a con-
sensus in the uniform BC model. We also extend the BC model to the hierarchic
BC model to model hierarchic structures inside the group of experts.
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1 The BC Model

Consider a group of experts who have to make a joint assessment of a certain
magnitude. Before they meet each of the experts has his own opinion. But
being informed about the opinions of all the other experts they may revise
their own. These revisions may lead to further revisions by the same reason.
The question is whether this iterative process of changing opinions will lead
to an agreement, a consensus among the experts, concerning the value of the
magnitude.

Denote by 2t the opinon of expert i € {1,...,n} at time ¢t € N. A vector
z € (Ryo)" is called an opinon profile. Suppose that expert i arrives at a
revision z{+! by taking into account the assessments a: of all experts 7 whose
opinions are not too far away from his own opinion; that is, % takes the opinion
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of j into account iff |z; — z;| < &; where &; > 0 is a certain level of confidence
employed by expert 7. This range of confidence is supposed to be the same for
all experts in the uniform BC model, that is g; = ¢.

Definition 1 For ezpert i, 1 <i <n, and the opinion profile z € (Rxo)",
L ={i=1,...,n: |z — =z <&} (1)

is called the set of trusted experts of ezpert .

Each expert revises his opinion by taking the arithmetic mean of all those
experts inside the range of confidence. So we write the revision of an opinion
profile x as matrix multiplication A(z)z where A(z) is the weight matrix and
a;; the weight expert ¢ gives to expert 7.

Definition 2 Let m; = #I,(i). The n X n-matriz A(z) defined by

ay(z) = {'m' 7€ ) @)

0 otherwise

1s called transition matrix of z.

This definition implies that A(z) is row-stochastic.

The uniform BC (bounded confidence) model is defined as a discrete dynamical
system with

ot = A(zh)ot (3)
and z° € (Rxo)", where A(z") is the transition matrix of z*:

A consensus has been reached at time ¢; if there is a value u € Ry such that
z} = u for all ¢ and for ¢ > ¢;.

2 Convergence to Consensus in the uniform BC model

To examine the model for reaching a consensus we relabel the experts such
that 1 < 29 < ... < z,. It is easy to show that such an ordered opinion profile
will not loose its order in the next time step. So we can use the same order for
all time steps and the question of consensus is independent of relabeling. If
each expert trusts at least his neighbours then the opinion profile z is called
an e-chain, that iszj) —z; < eforall 1 <i<n-—1. 1y —x; > e for some

1 we speak of a crack between expert i + 1 and expert 4.

If there is a crack between two experts at time ¢ then there will be a crack
between them at time ¢ + 1. So for reaching a consensus it is necessary that
there is no crack in the profile at any time step. (cf. Krause (2000)).

Below we show that this condition is also sufficient.
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Proposition 3 If the opinion profile is an e-chain, the diagonal and both
off-diagnonals of the transition matriz are positive.

It is easy to show that the product of n — 1 such matrices A; is positive, that
is B=Ap_1-...-Ap >0 (<= b;>0foralliandj).

We can rewrite system (3) for time steps in (n — 1) - N as
gt =0 ND = BB ... By® (4)

where By = An_1)(+1)-1- - - A@-1k» 4j = A(z} and the By.s are all positive.
Furthermore, the product of transition matrices is row-stochastic.
To measure the progress in reaching a consensus we define the range v of a
opinion profile z as v(z) = maxz; — minz; = max (z; — ;).

i i 1<i,j<n
Thus, a consensus corresponds to v(z) = 0.

The following Lemma is well-known in literature (cf. Krause (2000)) for the
continuous function v.

Lemma 4 If A is a row-stochastic matriz then

v(Az) < <1 - 1I<n1,§1<1n Z min {ai, a,k}) v(z) (5)
for all z € (Ryo)".

Corollary 5 The sequence (v(z")), is monoton decreasing and bounded from
below by 0.

To proof the convergence of this sequence it is sufficient to find a converging
subsequence.

For the positive row-stochastic matrix B, the Lemma implies v(B,Z') < v(Z")
for all Z € (Rxo)".

Lemma 6 v(B,Z') < qv(Z*) for some g < 1.

Corollary 7 The sequence (v(Z")), converges to 0.

Theorem 8 A consensus will be reached iff the opinion profile z* is an e-chain
for every t € N. This consensus will be reached in finite time.

PROOF. Corollary 7 shows that (v(z')), is a converging subsequence of
(v(z*))s, which is monoton decreasing and bounded from below by 0 (Corollary
5). The limit point of (v(Z")), is 0. So (v{(z*")), converges to 0, which means a
consensus is reached.

Once the range of z* is below ¢ a consensus will be reached in the next time
step because I,(z) = {1,...,n} for every expert i, that is every expert will
revise his opinion by taking the average of all the others opinions. So consensus
will be reached in finite time: O
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Theorem 9 The BC model reaches a fized point in finite time.

PROOF. Once a crack appears in the profile the experts are divided into
independent groups. Each new crack will refine the partition of experts. This
process of refinement has to stop due to the finiteness of the number of experts.
From this time on the opinion profiles of each seperated group of experts will
be an e-chain. So each subgroup will reach a consensus in finite time and this
consensus paattern provides a fixed point. O

Examples with range of confidence ¢ = 1

Evolution of 5 Experts . Evolution of 6 Experts

-

Opinions
w

Opinions

1
2 a s [ o t 2 B a s ] 7
Time Time

consensus in 5 timesteps fixed point in 6 time steps — no consensus

o 1 2

3 Generalisation: A hierarchic BC model

Imagine a number of experts with a hierarchy among them, that is an expert
is subordinated, superior, indifferent or of equal status to another expert We
can gather all those experts at the same level in this hierarchy and will call
this group of experts h-group. Each expert is a member of exactly one h-group,
that is the set of h-groups is a partition of all experts. And we have an order
between these h-groups which is not necessarily linear. Below we restrict the
generality by the demand for the existence of a maximum in the hierarchy.

More precisely, we define a hierarchy as follows.

Definition 10 A hierarchy H among n experts is an ordered set. The ele-
ments of this set are a partition of the set {1,...,n} and called h-groups.
Furthermore there exists a mazimum S in H.

If expert i is trusted by expert j from a subordinated h-group, expert i is called
an idol of 7.

For a hierarchic transition matriz A should hold:

e Each expert (not out of the primary h-group S) should have an idol.
e A h-group has an {dol in any directly superior h-group
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e An expert trusts only experts of superior h-groups and experts in his own
h-group.

e A is row-stochastic.

e An expert is not only trusting his idols. (At least a little bit of self-confidence)

e The experts of one h-group trust each other by a local (uniform) BC model.

Example for a hierarchic transition matrix

local T
BC 0 0
model

174 0 0] scaled

g /s 0| local 0

0 0 Y2|BC model

0 0 0[O0 O 13

0 0 0/0 0 Y3| scaled
0 0 0(0 0 | local

0 0 Y40 0 0 |BC model
0 Y4 0|0 0 O

(160 0/0 0 0 ]

There are 3 h-groups: G; = {1, 2,3}, Go = {4,5,6} and G3 = {7, 8,9, 10, 11, 12}.
G is the primary group S. G3 is subordinated to G, and to Gbs.

A consensus of all experts implies a consensus of S which is equivalent, as we
have learned from the BC model, to the condition that the profile of S (after
relabeling) allways is an e-chain. So this condition is a necessary criteron
for consensus.

The above examples suggests the following notation for a hierarchic transition
matrix
A= H+ F(H)W () = Alz, H)

Where the matrix H contains the hierarchic or idol weights in the subdiagonal
blocks. W{(z) is a block diagonal matrix containing the weights calculated
blockwise by the ordinary BC model. F(H) € R™" is a scaling factor to
obtain a row-stochastic matrix A.

Now we can write the hierarchic BC model as a discrete dynamical system
:Ek+l — A(:Ek,Hk).’Ek
where z0 is the initial profile and (Hy)y is a sequence of matrices of hierarchic

weights for the given hierarchy.

Theorem 11 In the hierarchic BC model with constant hierarchic weights a
consensus will be reached iff the profile of the primary h-group S is an e-chain
at every time.

Theorem 12 In the hierarchic BC model with n experts a consensus will be
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reached if S reaches a consensus and the following condition holds:

o0
> min > Ak =0
k=0~ """ jes

Examples

Hierarchic Evolution of 12 Experts

Hierarehic Evolution of 4 Experts (Eps=1)
.

Time
Hierarchic Evolution of d Experta (Eps=1/2)
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