Constraining Credences
s o by
Sarah Moss

Submitted to the Department of Linguistics and Philosophy
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy.

April 277, 2009

This dissertation is about ways in which our rational credences are constrained:
by norms governing our opinions about counterfactuals, by the opinions of
other agents, and by our own previous opinions.

In Chapter 1, I discuss ordinary language judgments about sequences of
counterfactuals, and then discuss intuitions about norms governing our cre-
dence in counterfactuals. I argue that in both cases, a good theory of our judg-
ments calls for a static semantics on which counterfactuals have substantive
truth conditions, such as

5 the variably strict conditional semantic theories given
in STALNAKER 1968 and LEwis 1973a. In particular, I demonstrate that given
plausible assumptions, norms governing our credences about objective chances
entail intuitive norms governing our opinions about counterfactuals. I argue
that my pragmatic accounts of our intuitions dominate semantic theories given
by von FINTEL 2001, GILLIES 2007, and EDGINGTON 2008.

In Chapter 2, I state constraints on what credence constitutes a perfect com-
promise between agents who have different credences in a proposition. It is
sometimes taken for granted that disagreeing agents achieve a perfect compro-
mise by splitting the difference in their credences. In this chapter, I develop
and defend an alternative strategy for perfect compromise, according to which
agents perfectly comprorr}ise:’i by coordinating on the credences that they collec-
tively most prefer, giyén’=their purely epistemic values.

In Chapter 3, I say how your past credences should constrain your present
credences. In particular, I develop a procedure for rationally updating your



credences in de se propbsi’tféns, or sets of centered worlds. I argue that in form-
ing an updated credence distribution, you must first use information you re- -
call from your previous self to form a hypothetical credence distribution, and
then change this hypothetical distribution to reflect information you have gen-
uinely learned as time has passed. In making this proposal precise, I argue that
your recalling information from your previous self resembles a familiar process:
agents’ gaining information from each other through ordinary communication.

b





